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ABSTRACT
In this paper, we consider the problem of building mesh-
based multicast routing structures that account for the im-
pact of interference in wireless multihop networks. Our anal-
ysis is based on the most accurate known interference model,
namely the physical interference model. We first analyze
interference-aware mesh structures that augment individual
paths in a multicast tree. Based on this analysis, we pro-
pose two interference-aware multicast mesh routing struc-
tures, which extend an interference-aware Steiner multicast
tree in two different ways to form interference-aware meshes.
We evaluate the performances of our proposed interference-
aware multicast mesh structures in wireless networks where
wireless links are bursty and nodes can be faulty. Under
these conditions, we show that our proposed algorithms pro-
vide up to 80% increase in goodput over existing tree-based
multicast routing structures and up to 45% increase in good-
put over existing mesh-based multicast routing structures.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network
Architecture and Design—Wireless communication

General Terms
Algorithms

Keywords
Multicast routing, Wireless interference

1. INTRODUCTION
In multicast, a single message is delivered to a group of

destinations in a network. This problem has been studied
for both wired and wireless networks. A survey of multicast
protocols for ad hoc networks can be found in [3]. A major
limitation of research in this area is that the vast majority of
works ignore interference. The few works that do consider
interference use inaccurate models.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than
ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from Permissions@acm.org.
MSWiM’14, September 21–26, 2014, Montreal, QC, Canada.
Copyright 2014 ACM 978-1-4503-3030-5/14/09 ...$15.00.
http://dx.doi.org/10.1145/2641798.2641836.

Multicast routing approaches can be classified into three
main categories: structure-less (e.g. [6, 9]), tree-based (e.g.
[4,10]), and mesh-based (e.g. [1,7]). Tree structures provide
simple and cost effective routing infrastructures at the cost
of robustness since there exists exactly one path between the
source and each destination.

One possible solution to improve robustness is to use a
mesh as the underlying routing structure instead of a tree.
A mesh is a connected graph where there is more than one
path from a multicast source to each multicast destination.
These extra paths can deliver multicast packets to the des-
tinations if the transmissions on other paths have failed.
However, most of the mesh-based multicast protocols are
concerned only with the problem of building and maintain-
ing a multicast mesh efficiently but they ignore interference.

A few studies have been done on theoretical aspects of
multicast mesh structures [11, 12]. Zhao and others [11]
proposed four heuristics to build a resilient multicast mesh
structure. Two heuristics, NDT and RNDT, build a mul-
ticast mesh by merging two node-disjoint MNT multicast
trees [8] to form a multicast mesh. The other two heuristics,
SDM and MDM, build a multicast mesh by finding a pair
of node-disjoint shortest paths from the source node to each
multicast receiver, then merging all the node-disjoint paths
to form a multicast mesh. The proposed heuristics, however,
do not take interference into account.

In this paper, we propose two interference-aware mesh
multicast algorithms. Interference-aware multicast meshes
are built by extending the interference-aware multicast tree
[4]. The first algorithm creates a mesh by creating two re-
dundant paths for each overlay link on the overlay multicast
tree. The second algorithm uses Delaunay triangulation to
build a multicast overlay mesh. We evaluate the perfor-
mances of our proposed multicast mesh structures through
simulation where link failure and node failure may occur.
Simulation results show that our proposed multicast mesh
structures provide up to 80% increase in goodput over ex-
isting tree-based routing structures and up to 45% increase
over existing mesh-based routing structures. These results
also show that our proposed interference-aware mesh routing
structures are robust to the burstiness of wireless links.

2. SYSTEM MODEL AND PROBLEM FOR-
MULATION

We consider a communication graph G, where V (G) is
a set of all wireless nodes and E(G) is a set of edges. An
edge (u, v) ∈ E(G) if and only if d(u, v) ≤ rt, where d(u, v)
is the Euclidean distance between nodes u and v and rt is
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the maximum transmission range. We are given a multicast
source s ∈ V (G) and a set of multicast destinations M ⊂
V (G). The problem is to find a communication graph H
where H is a connected subgraph of G and M∪{s} ⊂ V (H).
As previously shown, the benefit of considering interference
when building a multicast tree can be achieved even without
explicit transmission scheduling [4]. Our goal is to find H
that achieves the highest multicast packet reception ratio
(MPRR), which is defined as the average packet reception
ratio over all multicast destinations.

We adopt the classical model for radio signal propaga-
tion, which is referred to as the log-distance propagation
loss model. The radio signal strength at a distance d from
the transmitter is given by Pt

dα
, where Pt is the transmis-

sion power and α is the path loss coefficient. We assume
that all nodes use the same transmission power and they
are not equipped with interference cancellation capabilities.
We consider the physical interference (PI) model [2]. In the
PI model, interference from all concurrent transmitters in
the network is factored into the signal-to-interference ratio
(SIR) value at the receiver. The transmission will be cor-
rectly received if and only if the SIR value at the receiver
exceeds the SIR threshold (SIRmin).

To assist the analysis, we consider an ideal network where
node density is infinite so we are able to pick nodes that sat-
isfy the analysis when building multicast routing structures.

3. INTERFERENCE-AWARE MESH ROUT-
ING STRUCTURES

In this section, we present algorithms to build interference-
aware multicast mesh structures. The algorithms build a
mesh by creating redundant paths on an interference-aware
Steiner tree (IAST) [4] to form an interference-aware mul-
ticast mesh. The goal of the algorithms is to reduce the
impact of interference among the paths in the mesh. before
presenting algorithms to build interference-aware multicast
meshes, we provide a quick review of the interference-aware
Steiner tree (IAST).

3.1 Interference-aware Steiner Tree (IAST)
The high level idea of the interference-aware Steiner tree

is as follows. Given nodes that must be connected in a mul-
ticast tree (the source node and all the destination nodes),
the algorithm first identifies how these nodes should be con-
nected in a tree. To accomplish this, the algorithm uses a
Euclidean Steiner Tree approximation algorithm to build a
Steiner tree, using M ∪{s} as input. The Euclidean Steiner
tree approximation algorithm returns a Steiner tree T where
V (T ) is a set of nodes in the Steiner tree and E(T ) is a set
of edges in the Steiner tree. The returned Steiner tree, also
called an overlay tree, shows the “big picture” of connections
between nodes in the tree. An edge between two nodes in
the overlay tree suggests that the two nodes should be con-
nected by a path in the multicast tree.

3.2 Overlay link extension algorithm
Our first tree extension algorithm is called the overlay

link extension algorithm (OLE). Given an overlay tree T ,
the idea of our first multicast mesh algorithm is to create
two redundant paths for each edge in the overlay tree. For
each edge (ta, tb) ∈ E(T ), OLE creates two redundant paths
between ta and tb. OLE places two shadow nodes u and v

tb
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Figure 1: Overlay link extension algorithm.
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Figure 2: Two scenarios to be considered for OLE.

and creates two paths between ta and tb, one through each
shadow node. Let d(ta, tb) = l, OLE places u and v such that
d(ta, u) = d(ta, v) = d(u, tb) = d(v, tb) = l. The general idea
of our first algorithm is illustrated in Figure 1.

By introducing two redundant paths between ta and tb, we
have created one mesh branching point at ta and one mesh
merging point at tb where the two redundant paths merge
to tb. Next, we determine optimal structures involving the
branching point and the merging point in an ideal network.

3.2.1 Mesh branching nodes
Consider a mesh branching node ta that branches into

three nodes – one node on the overlay tree (t1) and two nodes
on the redundant paths (u1 and v1) as shown in Figure 2(a).
Let d = d(ta, t1) = d(ta, u1) = d(ta, v1) and r = d(t1, t2) =
d(u1, u2) = d(v1, v2). The transmission from ta is done by
broadcasting to all three children. Assuming that all three
nodes successfully received the packet from ta, the three
nodes forward the packet to their next hops at the same
time. Our goal is to find r such that the three transmissions
will be successful. Among the three receivers, the node t2
on the overlay tree experiences the largest interference. The
total interference at t2 is given by

2Pt
(d2 + dr + r2)α/2

.

Combining the received signal strength and the interfer-
ence, we set SIR to SIRmin and convert units to decibel, we
get r = b · d where

b =
1 +

√
1 + 4(10

10 log 2+SIRdB
min

5α − 1)

2(10
10 log 2+SIRdB

min
5α − 1)

.

The result shows that the distance between the transmit-
ting nodes and the receiving nodes is proportional to the dis-
tance between the transmitting node and the mesh branch-
ing node. The distance grows as the transmitting node gets
farther away from the mesh branching node until the dis-
tance reaches the maximum transmission range.

3.2.2 Mesh merging nodes
Next, we consider a mesh merging node in Figure 2(b)

where the redundant paths finally merge back to the node
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on the overlay tree. Since the length of the tree path is l and
the length of the redundant path is 2l, the transmissions on
the tree path will have already arrived at the merging node
when the two redundant paths converge. Applying similar
analysis as the mesh branching nodes, we get r = m·d where

m =
3 +

√
12 · 10

SIRdB
min

5α − 3

2(10
SIRdB

min
5α − 1)

.

Here, the distance between nodes must shorten as the
nodes get closer to the merging node. However, the last
transmissions to the merging node cannot take place at the
same time. The transmissions to the merging node may need
to be scheduled to avoid collision.

After the overlay mesh in an ideal network is formed, the
algorithm builds a multicast mesh routing structure using
the overlay mesh as a guideline. Since the real network is
finite, it is not possible to find nodes that are exactly at the
shadow nodes’ locations. The algorithm first finds a node
that is nearest to a shadow node location and assigns the
selected node as the shadow node.

Next, the algorithm builds a mesh by connecting nodes
with paths, using the analyses for the mesh branching nodes
and mesh merging nodes to select nodes on the paths. Again,
since the real network is finite, finding nodes that completely
satisfy the analyses is not possible. To solve this problem,
we use a scaling factor (f) [4]. Let the distance from the
analysis in an ideal network be ri, the algorithm uses the
distance r∗i = f · ri, where 0 < f ≤ 1, when selecting nodes
on the path. The purpose of the scaling factor is to account
for the imperfect choices of nodes in a finite network.

One advantage of the OLE algorithm is that the analy-
ses can be used as guidelines to select nodes on the final
multicast mesh. However, the OLE algorithm creates two
redundant paths for all overlay links that can result in over-
lapping redundant paths.

3.3 Delaunay mesh extension algorithm
In this section, we propose our second algorithm to extend

a multicast tree to form a mesh, called Delaunay mesh ex-
tension algorithm (DME). Our goal in designing the second
algorithm is to take the overall tree structure into account
when building a multicast mesh.

3.3.1 Basic Delaunay mesh extension
The idea of the Delaunay mesh extension algorithm is to

use Delaunay triangulation on the set of overlay nodes in
the overlay multicast tree to identify the positions of the
mesh nodes (also called Delaunay nodes). Given a Delau-
nay triangulation, the algorithm identifies a center point of
each triangle as a position of a potential mesh node. The al-
gorithm creates redundant paths between a potential mesh
node and each of its corresponding nodes in the Delaunay
triangulation if the overlay node is not a Steiner node. We
do not create a redundant path between the potential mesh
node and a Steiner node since a Steiner node is not a source
or a receiver in the multicast group and does not need to be
protected by a redundant path.

One advantage of the DME algorithm is that the redun-
dant paths will not overlap each other. However, one draw-
back of the DME algorithm is that the analysis cannot be ap-
plied directly like the overlay link extension since the lengths

of the redundant paths are not identical. To solve this prob-
lem, we again use a scaling factor to scale down the maxi-
mum distance between two nodes when building a multicast
mesh. The distance between two nodes is fixed to r = f · rt
where 0 < f ≤ 1. In other words, DME algorithm uses a
fixed, shortened distance when building a multicast mesh
instead of using different routing strategies for branching
nodes and merging nodes.

Even though the DME algorithm does not create overlap-
ping redundant paths, it is still possible for two Delaunay
nodes to be located close together. To solve this problem,
we propose a variation of the DME algorithm next.

3.3.2 Delaunay mesh extension with nodes merging
The goal of the Delaunay mesh extension with nodes merg-

ing algorithm (DME-merge) is to merge two Delaunay nodes
that are located closer than a given distance into one node.

The algorithm takes the mesh structure from the DME
algorithm and repeatedly combines two Delaunay nodes if
they are separated by a distance smaller than the given
merging_distance by placing a new Delaunay node at the
midpoint of the two nodes. The new Delaunay node con-
nects to all the overlay nodes that were connected to the
two Delaunay nodes. The merging process continues until
no two Delaunay nodes satisfy the merging condition.

For comparison, we show an example of the three proposed
interference-aware multicast routing structures in Figure 3.

4. PERFORMANCE EVALUATION
We evaluate the performances of our interference-aware

multicast mesh structures through simulations. We evaluate
the multicast routing structures under two major causes of
network disconnection: link burstiness and node failure. A
stochastic bursty wireless link model [5] is used for links. To
simulate node failure, nodes in the network randomly drop
multicast packets.

4.1 Simulation parameters and assumptions
We use ns-3.15 simulator to evaluate all algorithms. We

use a physical model of 802.11g at the data rate of 6 Mbps.
All nodes use the transmission power of 40 mW and thermal
noise is computed at 290K. All wireless links are modeled
with ideal bursty link model [5], unless stated otherwise. In
all simulations, 2000 nodes were uniformly distributed in a
deployment area of 1000 m by 1000 m. All results reported
are reported using multicast packet reception ratio (MPRR)
and are averaged from 100 simulations.

4.2 Scaling factor and merging distance
We first evaluate the scaling factor since it is a significant

parameter affecting both OLE and DME. In this simulation,
one source node is randomly selected as a multicast source.
The source node sends multicast packets at the rate of 10
packets per second. Scaling factor was varied from 0.3 to 1.0
for both OLE and DME. We did not use the scaling factor
below 0.3 since the network became disconnected in some
simulations. Simulation results are reported in Figure 4.

As seen from Figure 4, the choice of scaling factor affects
the performance of OLE and DME algorithms. If the scaling
factor is too small, the extra nodes included create more in-
terference that can outweigh the gain of spatial reuse. If the
scaling factor is too large, the links are prone to interference
from other concurrent transmissions. The optimal scaling
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Figure 3: Examples of different interference-aware multicast routing structures.
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Figure 4: MPRR with varying scaling factors.
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Figure 5: MPRR of DME-merge algorithm with different
merging distance.

factor is also dependent on the number of multicast destina-
tions in the network as the number of nodes in the multicast
trees changes. Performances are quite stable across a fairly
wide range of scaling factors for both OLE and DME, e.g.
0.5 to 0.7. Based on this analysis, we have set the scaling
factor for both algorithms to 0.7.

Next, we evaluate the merging distance parameter of DME-
merge algorithm. In this simulation, the merging distance
of DME-merge was varied from 10 m to 70 m (DME-10 to
DME-70). MPRR of DME-merge are reported in Figure 5.

Figure 5 confirms that the choice of merging distance af-
fects the performance of DME-merge algorithm. When the
merging distance is small, only a few Delaunay nodes are
merged together, and the mesh structure of DME-merge
is still similar to the mesh structure of DME. However, if
the merging distance is large, DME-merge will aggressively
merge Delaunay nodes. This aggressive merging can result
in reduced performance. When DME-merge merges two De-
launay nodes, the resulting Delaunay node is responsible for
all links of the original Delaunay nodes. Thus, the more that
Delaunay nodes are merged, the more links the new Delau-
nay node must handle. In an extreme case, this can create a
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Figure 6: MPRR of different multicast routing structures.

Delaunay node that is connected to all other overlay nodes,
while having only one incoming path to the Delaunay node.

Performance are quite stable across a fairly wide range of
merging distances, e.g. 30 to 50. Based on these results, we
have set the merging distance to 50 m.

4.3 Multicast routing with bursty wireless links
In this simulation, we evaluate the performances of dif-

ferent multicast routing structures when the wireless links
exhibit bursty behavior. The number of multicast destina-
tions was varied from 10 to 100. A single multicast source
was randomly selected among the remaining nodes. The
source node generates multicast packets at the rate of 10
packets per second for 600 seconds. We have implemented
another mesh multicast routing structure called MDM for
comparison [11]. Simulation results are reported in Figure 6.

As seen from Figure 6, the performances of different multi-
cast routing structures vary. The shortest path tree has the
lowest MPRR among all multicast routing structures. Since
the shortest path tree does not consider interference when
building a tree, it is more prone to interference than other
structures. The tree structure is also vulnerable to even a
single transmission failure as the tree will be disconnected.

The interference-aware Steiner tree provides improvement
over the shortest path tree since IAST takes interference
into account when building a tree. As a result, IAST is less
prone to interference than the shortest path tree. Still, a
single transmission failure will disconnect the multicast tree
of IAST. MDM also provides improvement over the shortest
path tree by including redundant paths to reach the destina-
tions. However, since MDM does not take interference into
account when building a mesh, it is still prone to transmis-
sion failure along the mesh.
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OLE and DME algorithms have higher MPRR than other
multicast routing structures, including our previously pro-
posed interference-aware Steiner tree algorithm. The redun-
dant paths allow the multicast packets to be delivered to the
destinations even if some multicast packets were dropped on
the way to the receivers. Moreover, the paths built by both
OLE and DME algorithms are interference-aware, which
makes the links less prone to transmission failure than other
multicast mesh routing structures. Among our three mesh
algorithms, Delaunay mesh extension with nodes merging
provides the best MPRR.

4.4 Multicast routing with faulty nodes
In this set of simulations, we study another cause for dis-

connected graph – node failure. For simplicity, we assume
that wireless links are not bursty in this study. To simu-
late a faulty node, each node randomly drops a multicast
packet instead of forwarding the packet to the next node.
The probability of dropping a multicast packet was varied
from 0.02 to 0.10. The decision to drop the packet is made
independently for each packet. The number of multicast
destinations was kept constant at 50. MPRR of different
multicast routing structures are reported in Figure 7.

As seen from Figure 7, the performances of most multicast
routing structures drop as the failure probability increases.
The performance drop is substantial for IAST since it relies
on a tree as a multicast routing structure. A single faulty
node along the tree will disconnect the subtree below the
faulty node.

For MDM, the multicast packet reception ratio drops from
about 0.80 to about 0.70. MDM relies on mesh structure,
which makes it more robust when a few nodes are faulty.
However, the number of redundant paths of MDM is not
large enough to handle a large number of faulty nodes, which
results in a drop in multicast packet reception ratio when the
failure probability is high.

Our proposed mesh multicast routing structures can with-
stand a larger number of faulty nodes than MDM and IAST
as can be seen by the almost constant multicast packet re-
ception ratios even at a high fault probability. The extra
paths included by OLE, DME, and DME-merge make them
more robust to faulty nodes than other routing structures.

5. CONCLUSION
In this paper, we have proposed two algorithms to extend

the interference-aware Steiner multicast tree to create an
interference-aware multicast mesh. The main idea of both
algorithms is to include a set of redundant paths that are
connected back to the overlay tree to form an overlay mesh.
The algorithms build the actual multicast mesh structure us-

ing the overlay mesh as a guideline. We have evaluated our
proposed algorithms in three different settings and showed
that our algorithms provide higher multicast packet recep-
tion ratios than other multicast routing structures that do
not consider interference.
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