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Abstract—Reconfigurable intelligent surfaces (RISs) have been proposed to increase coverage in millimeter-wave networks by providing an indirect path from transmitter to receiver when the line-of-sight (LoS) path is blocked. In this paper, the problem of optimizing the locations and orientations of multiple RISs is considered for the first time. An iterative coverage expansion algorithm based on gradient descent is proposed for indoor scenarios where obstacles are present. The goal of this algorithm is to maximize coverage within the shadowed regions where there is no LoS path to the access point. The algorithm is guaranteed to converge to a local coverage maximum and is combined with an intelligent initialization procedure to improve the performance and efficiency of the approach. Numerical results demonstrate that, in dense obstacle environments, the proposed algorithm doubles coverage compared to a solution without RISs and provides about a 10% coverage increase compared to a brute force sequential RIS placement approach.
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I. INTRODUCTION

The conflict between limited spectrum resources and explosive demands for data services has generated strong interest in higher frequency bands for fifth-generation (5G) and beyond 5G communications, among which millimeter-wave (mmWave) wireless communication is one of the most promising alternatives. Due to the scarcity of current spectrum resources, the large bandwidth available in the 30–300 GHz mmWave band brings the opportunity for ultra-high demands to be met within that band [1] [2]. Despite the promising benefits, the deployment of mmWave communication faces challenges including severe path loss and penetration loss caused by blockages. In an indoor scenario, walls and furniture can cause severe coverage problems for mmWave networks [3].

To overcome this issue, reconfigurable intelligent surfaces (RISs) [4] (also known as intelligent reflecting surfaces (IRSs) [5] or software-defined meta-surfaces [6]) have been proposed to expand transmission coverage in the mmWave bands [6]. Intelligent surfaces are composed of an array of electromagnetic elements, which are nearly passive and do not require RF chain components including power amplifiers and analog-to-digital/digital-to-analog converters so that their energy requirements are low [7]. Meanwhile, the electromagnetic characteristics of each element can be reconfigured to interact with incident waves and manipulate reflected waves for various functionalities. In the mmWave band, RISs can be deployed to establish extra links between transmitter and receiver when there is no line-of-sight (LoS) path between them with the advantage of low power consumption compared with conventional approaches such as multi-antenna relays, which makes them a promising way to handle the coverage issue in mmWave communication [8]–[11].

Though potential of RISs to expand coverage has been widely studied, the problem of how to optimize RIS deployment still remains an open problem. The novel problem considered herein is optimization of coverage based on multi-RIS deployment in a scenario with fixed obstacles. The challenges of this problem include multi-agent optimization, for which it is difficult to find optimal solutions considering realistic factors including obstacles and RIS radiation patterns. This paper presents a gradient-descent-based algorithm to optimize locations and orientations of RISs, which is inspired by coverage control algorithms in multi-robot systems [12]–[15]. The objective of this algorithm is to maximize a coverage performance function by iteratively updating both position and orientation of each RIS. The performance function is carefully selected to reflect the anisotropic coverage performance caused by the radiation pattern of RIS elements. In addition, it is guaranteed to provide a local optimum in an indoor scenario with obstacles. Since the performance of gradient descent algorithms is sensitive to initial states when the objective function is non-convex, an initialization method is also proposed to reach better coverage performance efficiently.

The rest of the paper is organized as follows. Section II summarizes existing researches related to the topic. Section III introduces the formulation of the RIS optimization problem. A detailed presentation of the proposed RIS optimization algorithm is given in Section IV. Numerical simulation is presented in Section V to validate the proposed algorithm. Finally, Section VI concludes the paper.

II. RELATED WORK

Most prior work on RIS coverage issues has focused on RIS phase shift design given fixed RIS locations. In [16], an RIS placed on a building is used to provide extra links between unmanned aerial vehicles (UAVs) and ground users. Therein, RIS beamforming vector and UAV trajectory are jointly designed with the aim to maximize average achievable rate. In [17], joint optimization for access point (AP) beamforming and RIS passive beamforming has been proposed in multi-user systems based on a practical phase shift model. Furthermore,
deep-learning-based approaches are also employed to design the RIS phase matrix in [18] [19].

Despite extensive studies on coverage issues assisted by RISs, there has not been much work on practical RIS deployment. There are some existing works that concentrate on optimizing a single RIS placement. In [20], the authors analyze the optimal location of a single RIS in a simple scenario with a single antenna transmitter and receiver. The optimal horizontal distance between RIS and receiver derived in this paper indicates that the RIS should be close to either the transmitter or the receiver. The placement of a single RIS is analyzed in three-dimensional environments in [21]. In [22], a coverage maximization algorithm is given to find optimized location and orientation of a single RIS given one base station and one user. The authors focus on extending the cell radius, and thus do not take obstacles into consideration. In [23], the authors discuss optimal placement of one RIS given fixed locations of one transmitter and one receiver in a mmWave link in order to maximize end-to-end SNR. In [24], the authors propose that cellular network coverage can be extended by deploying RISs at the edges of cells for aerial users, with the intention to maximize signal-to-interference-plus-noise ratio and mitigate inter-cell interference.

Despite initial discussions on RIS deployment, the above works do not demonstrate the impact of realistic constraints such as obstacles on RIS deployment strategies. Some other works have tried to tackle this issue. The authors of [25] limit RIS locations in a given area and then jointly optimize location and reflection coefficients of a single RIS to maximize the sum rate of a multi-user group. In [26], a reinforcement learning framework is employed to handle the above issue. The objective is to optimize energy efficiency by jointly designing a single RIS position and phase shift based on users’ data demands. However, to our knowledge, how to jointly optimize positions and orientations of multiple RISs in a realistic indoor scenario considering obstacles for coverage maximization has not been addressed previously.

III. PROBLEM FORMULATION

In this section, a problem formulation of RIS deployment optimization is presented to improve coverage performance. Some basic notations and assumptions used in this paper are also presented.

Let \( \mathbf{v}(\alpha) = [\cos(\alpha), \sin(\alpha)]^T \) denote a normalized vector. Let \( \mathbf{R}(\theta) \in \mathbb{R}^{2 \times 2} \) denote a rotation matrix that rotates a vector counterclockwise by \( \theta \), i.e.,

\[
\mathbf{R}(\theta) = \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta 
\end{bmatrix}.
\] (1)

An RIS is characterized by its location \( \mathbf{q}_i \in \mathbb{R}^{2 \times 1} \), and orientation \( \theta_i \in [-\pi, \pi] \) which is the angle between the heading direction of the \( i \)th RIS and positive X-axis. Then the state of each RIS is denoted by \( \mathbf{s}_i = [\mathbf{q}_i^T, \theta_i]^T \). Let \( \theta(s_i, \mathbf{p}) \in [0, \pi] \) be the angle between RIS orientation \( \theta_i \) and the direction from RIS location \( \mathbf{q}_i \) to point \( \mathbf{p} \), such that

\[
\theta(s_i, \mathbf{p}) = \cos^{-1}\left(\frac{\cos \theta_i, \sin \theta_i (\mathbf{p} - \mathbf{q}_i)}{||\mathbf{p} - \mathbf{q}_i||}\right).
\] (2)

And let \( \theta_q, \mathbf{p} \in [-\pi, \pi] \) represent the angle between positive X-axis and orientation from location \( \mathbf{q}_i \) to \( \mathbf{p} \).

A. System Model

We consider a down-link scenario with two types of links as shown in Fig. 1(a): LoS links from AP to users, and indirect links where RISs reflect signals to users. A user will connect to the AP by either of the two links depending on channel conditions when both links can provide communication service as is the case for User 1 in Fig. 1(b). When the LoS link is blocked by obstacles or the user is out of the communication range of the AP, as for User 2 in Fig. 1(b), only the indirect path is utilized.

For simplicity, we consider a 2D case where the AP, the users, and the centers of RISs are placed on the same X-Y plane. Also it is assumed that the AP and users are all equipped with single-antenna. The RIS can be modeled as a \( \sqrt{N} \times \sqrt{N} \) array where \( N \) is the number of RIS elements. Each of its elements can manipulate electromagnetic wave by adjusting the complex reflection coefficient \( \tau_i = e^{j\phi_i} \), where \( \phi_i \) is the phase shift of the \( i \)th element. Let \( G_{\text{RIS}}(\theta) \) denote the radiation pattern of RIS element corresponding to angle \( \theta \). It is assumed that RISs are located in the far-field region of the AP, and only the far-field case is considered when analyzing coverage performance of RISs. This is a reasonable model for evaluating coverage since the edges of the communication region determine the coverage and they typically lie in the far-field region. Moreover, reflections from obstacles and walls are neglected in this paper because those non-line-of-sight paths typically have much lower signal strength than line-of-sight or RIS-reflected paths in the mmWave bands.

B. Path Loss Model

We consider path loss models of both indirect links and LoS links. Let \( P_t, G_a, G_u \) denote the transmit power, the antenna gain of the AP, and the antenna gain of users, respectively. The path loss for an LoS link is straightforward and the received power is given by \( P_{r,\text{los}} = \left(\frac{P_t G_a}{4\pi^2 r_{\text{los}}^2}\right) \left(\frac{\lambda^2 G_u}{4\pi}ight) \), where \( \lambda \) is the

![Fig. 1. A RIS-aided communication system.](image-url)
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wavelength of carrier frequency, and \( r_{\text{los}} \) is the distance from the AP to the user.

Next, the path loss model of indirect links is introduced. From [27], the power transmitted to the \( i \)th RIS element and then received by the user is given by

\[
P_r = \left( \frac{P_i G_a A_i}{4 \pi r_{ia}^2} \right) \left( \frac{\| r_i \|^2 G_{\text{ris}}(\theta_{i,u})}{4 \pi r_{iu}^2} \right),
\]

where \( A_i \) represents the aperture of one RIS element which, following [27], is modeled by \( A_i = \frac{\lambda^2 G_{\text{ris}}(\theta_{i,u})}{4 \pi} \), and \( \theta_{i,a} \) and \( \theta_{i,u} \) are the incident and the reflected angle with respect to the \( i \)th RIS element as illustrated in Fig.1(a). Moreover, \( r_{ia} \) and \( r_{iu} \) are distances from the AP to the \( i \)th RIS element and from the \( i \)th RIS element to the user, respectively. Then, the total received power at the user is

\[
P_r = \sum_{i=1}^{N} \| P_i e^{-j \frac{2 \pi}{\lambda} (r_{ia} + r_{iu})} e^{j \phi_i} \|^2.
\]

Under the assumption of perfect channel knowledge at the RIS [29] [30] [31], \( P_r \) can be maximized by setting the phase shift of the \( i \)th element as \( \phi_i = \frac{\pi}{\lambda} (r_{ia} + r_{iu}) \) based on the assumption of continuous phase. However, RIS elements in practical systems usually have discrete phases. The phase of a b-bit RIS element can be set as \( \frac{\pi}{\lambda} K \), where \( K \) is an integer that \( K \in [0, 2^b - 1] \). Based on conclusions in [32], the average received power with b-bit RIS phase shifts is

\[
\frac{P_r(b)}{P_r(\infty)} = \frac{16 + (N - 1) \pi^2 \left( \frac{2^b}{\lambda} \right)^2 \sin^2 \left( \frac{\pi}{\lambda} \right)}{16 + (N - 1) \pi^2},
\]

where \( P_r(\infty) \) is the received power corresponding to continuous phases. Since discrete phases only introduce a constant scaling factor to the received power, it will not have impact on the algorithm introduced in this paper which can be extended to discrete phases by adding the scaling factor. As a result of that, it is assumed that RISs have ideal continuous phases in this paper for simplicity. Since the far-field case is assumed, we have \( r_{ia} \approx r_a \) and \( r_{iu} \approx r_u \), where \( r_a \) and \( r_u \) are the distance from the AP to the center of RIS and the distance from the center of RIS to the user, respectively. Also, \( G_{\text{ris}}(\theta_{i,u}) \approx G_{\text{ris}}(\theta_u) \) and \( G_{\text{ris}}(\theta_{i,a}) \approx G_{\text{ris}}(\theta_a) \) where \( \theta_u \) is the incident angle from AP to the center of RIS, and \( \theta_a \) is the reflected angle from the center of RIS to the user. Then the approximation of the maximized received power is

\[
P_{r,\text{indirect}} = \frac{P_i G_a G_u \lambda^2 G_{\text{ris}}(\theta_u) G_{\text{ris}}(\theta_a) N^2}{(4 \pi)^2 r_a^2 r_u^2}.
\]

For the radiation pattern \( G_{\text{ris}}(\theta) \), we use the following model [33] which has been widely used in reflectarrays:

\[
G_{\text{ris}}(\theta) = 2(2q + 1) \cos^{2q}(\theta), \quad \theta \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right)
\]

We pick \( q = 0.5 \) here, so that \( G_{\text{ris}}(\theta) = 4 \cos(\theta), \theta \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right) \). The radiation pattern used in this paper is shown in Fig.2(a).

### C. Communication Region and Visible Region

To guarantee the communication performance, the received power at the user should reach a threshold \( P_{th} \), which is dependent on the noise power. The coverage area of an AP is defined as the region where the received power at the user is greater than \( P_{th} \). Then, the coverage area of the AP is a circle with radius \( r_a = \sqrt{\frac{P_i G_a G_u \lambda^2}{(4 \pi)^2 P_{th}}} \).

For the \( i \)th RIS, the communication distance is

\[
R_{\text{ris}}(r_{ia}, \theta_{i,u}, \theta_{i,a}) = \frac{\sqrt{G_{\text{ris}}(\theta_{i,u}) G_{\text{ris}}(\theta_{i,a})}}{P_{th}},
\]

where \( r_{ia} \) is the distance from the \( i \)th RIS to the AP, \( \theta_{i,u} \) is the incident angle from AP to the center of the \( i \)th RIS, and \( \theta_{i,a} \) is the reflected angle from the center of the \( i \)th RIS to the user. To simplify analysis in the rest of the paper, the communication area of the \( i \)th RIS is defined as a semicircle, as indicated by the red curve in Fig. 2(b), the radius of which is

\[
\tilde{R}_{\text{ris}}(r_{ia}, \theta_{i,u}) = \max_{\theta_{i,u}} R_{\text{ris}}(r_{ia}, \theta_{i,u})
\]

\[
= C_r \sqrt{G_{\text{ris}}(\theta_{i,u})},
\]

where

\[
C_r = \frac{N \lambda^2}{(4 \pi)^2} \frac{P_i G_a G_u G_{\text{ris}}(0)}{P_{th}}.
\]

Note that the black curve in Fig. 2(b) is the exact boundary of the communication region where received power at the user is greater than \( P_{th} \), and the semicircle is an approximation of it. A performance function will be discussed in Sec. III-D to indicate the signal quality within the semicircle and show the influence of the radiation pattern. The reason we use the approximated communication region is that it simplifies the analysis needed to derive the coverage control algorithm in

![Fig. 2. (a) Radiation pattern \( G_{\text{ris}}(\theta) = 4 \cos \theta \) when \( q = 0.5 \); (b) Illustration of communication region of RIS.](image-url)
Sec. IV, and it is easy to generalize when the radiation pattern is defined differently from the one adopted in this paper. The following concerns the definition of visible regions. Let \( Q \) denote the set of all the points in a given scenario that fall outside of obstacles, and \( O \) denote the set of points belonging to obstacles. As shown in Fig. 3(a), the \( i \)th RIS with state \( s_i \) has a limited communication domain \( C_i \) modeled as a semicircle region with radius \( R_{\text{ris}}(r_i, \theta_i) \), and orientation \( \theta_i \), such that [14]

\[
C_i = \{ p \in Q \mid \|\theta(s_i, p)\| \leq \frac{\pi}{2}, \|p - q_i\| \leq R_{\text{ris}}(r_i, \theta_i) \}. \tag{11}
\]

However, when there are obstacles in the scenario, parts of \( C_i \) cannot receive signals from the AP. Thus, the visible region \( V_i \) is the set containing all the points in \( C_i \) that have LoS links to the \( i \)th RIS, such that

\[
V_i = \{ p \in C_i \mid \forall \lambda \in [0, 1], \lambda p + (1 - \lambda)q_i \notin O \}. \tag{12}
\]

An example of \( V_i \) is shown in Fig. 3(b).

Finally, the blind region of AP is defined as

\[
B_{\text{AP}} = \{ p \in Q \mid \|q_{\text{AP}} - p\| > R_a \} \cup \{ p \in Q \mid \exists q_i \in [0, 1], \lambda p + (1 - \lambda)q_{\text{AP}} \in O \}. \tag{13}
\]

where \( q_{\text{AP}} \in \mathbb{R}^{2 \times 1} \) is the location of AP.

**D. Performance Function**

The performance function is used to indicate the signal quality in a visible region. A proper performance function should meet the following requirements: (1) the function is differentiable w.r.t. \( q_i \) and \( \theta_i \) within the visible region to meet the calculation requirements in Sec. IV; (2) the function should distinguish between points with received power larger than \( P_{th} \) and smaller than \( P_{th} \); (3) the function is non-increasing as \( G_{\text{ris}}(\theta(s_i, p)) \) decreases for a point \( p \in V_i \). Based on the above requirements, the Sigmoid function \( \text{Sig}(x) = 1/ (1 + \exp(-kx)) \) is chosen. Then, the performance function at point \( p \) is defined as follows

\[
f_i(s_i, p) = \frac{1}{1 + e^{-k\text{Sig}(s_i, p)}}, \tag{14}
\]

where

\[
g(s_i, p) = W(s_i, p) - a(s_i), \tag{15}
\]

\[
W(s_i, p) = \log_{10} \frac{G_{\text{ris}}(\theta(s_i, p))}{\|p - q_i\|^2}, \tag{16}
\]

\[
a(s_i) = \frac{2.94}{k} + \log_{10} \frac{G_{\text{ris}}(0)}{R_{\text{ris}}^2(\|q_i - q_{\text{AP}}\|, \theta(s_i, q_{\text{AP}}))}. \tag{17}
\]

Fig. 3. (a) Communication domain \( C_i \); (b) Visible region \( V_i \)

The term \( a(s_i) \) is used to ensure that the coverage performance approaches 0 when the received power is less than \( P_{th} \), and approaches 1 when the received power is greater than \( P_{th} \). The term \( \frac{2.94}{k} \) in \( a(s_i) \) limits the performance function to be less than 0.05 outside the ideal boundary since \( 1/(1 + \exp(2.94)) \approx 0.05 \).

Fig. 4 shows different distributions of the performance function at \( k = 1, 20 \), and 100 when the RIS is placed at \([0, 0]^T\) with orientation \( \theta_i = 0 \), and the AP is located at \([10, 0]^T\). The red curve is the boundary of the communication region \( C_i \) and the black curve is the ideal boundary of the region with received power larger than \( P_{th} \). The figures indicate that the value of \( k \) describes the transition rate between the region with received power larger than \( P_{th} \) and the region with received power smaller than \( P_{th} \). A larger \( k \) indicates faster transition rate and approximates the ideal boundary better, but shows less differences among different signal qualities. To reach a balance, we set \( k = 20 \).

Let \( S = [s_1, s_2, \ldots, s_{R_{\text{RIS}}} \mid \] denote states of all RISs. And let \( S_{N_i} = [s_{\pi_1}, s_{\pi_2}, \ldots, s_{\pi_k}] \) denote the combination of RIS states, where the indexes \( \pi_n (n = 1, \ldots k) \) all come from \( N_i \). Here, \( N_i \) is defined as the index set of all RISs whose visible region intersect with the \( i \)th RIS, such that \( N_i = \{ \pi_n \mid V_i \cap V_{\pi_n} \neq \emptyset, \pi_n \neq i, \pi_n = 1, \ldots, N_{R_{\text{RIS}}} \} \). Then, the overall coverage performance function can be defined as

\[
H(S) = \sum_{i=1}^{N_{R_{\text{RIS}}}} F_i(s_i, S_{N_i}), \tag{18}
\]

where \( N_{R_{\text{RIS}}} \) is the number of RISSs, and \( F_i(s_i, S_{N_i}) \) is the coverage performance of the \( i \)th RIS, such that

\[
F_i(s_i, S_{N_i}) = \int_{V_i} f_i(s_i, p)\Phi(s_i, S_{N_i}, p)dp. \tag{19}
\]

In Eq. (19), \( \Phi(s_i, S_{N_i}, p) \) is a density function indicating the importance of each point in \( V_i \) which will be discussed in Sec. III-E.

**E. Density Function**

The density function \( \Phi(s_i, S_{N_i}, p) \in [0, 1] \) maps a point \( p \) in \( V_i \) to a positive value in order to show the impact of this point on coverage performance. The function is composed
of two parts: local density \( \Phi_l(s_i, S_{N_i}, p) \) and global density \( \Phi_g(p) \). Therefore, the density function is defined as

\[
\Phi(s_i, S_{N_i}, p) = \Phi_l(s_i, S_{N_i}, p) \Phi_g(p).
\]

The local density function is used to show the importance of a point \( p \in V_i \) when calculating coverage performance contributed by the \( i \)th RIS. It is defined as follows:

\[
\Phi_l(s_i, S_{N_i}, p) = \begin{cases} 
1, & \text{if } p \in V_i \text{ and } \forall j \in N_i, p \notin V_j, \\
\sum_{j \in N_i} f_j(s_j, p), & \text{if } p \in V_i \text{ and } \exists j \in N_i, p \in V_j, \\
0, & \text{if } 0, p \notin V_i,
\end{cases}
\]

where \( N_i(p) \subset N_i \) is the index set of all RISs whose visible region intersect with the \( i \)th RIS at point \( p \), such that \( N_i(p) = \{ \pi_n \in N_i | p \in V_i \text{ and } p \in V_{\pi_n} \} \). The goal of this function is to balance coverage performance of different points by assigning a smaller density value to a point covered by more RISs. If all the points had the same density, RISs would likely overlap with each other resulting in some points with high coverage performance while others remain in blind regions, which is contrary to our goal to spread the RISs and cover a given area as much as possible.

The global density \( \Phi_g(p) \) is used to show the information of a given scenario, such that a higher density at a point corresponds to a higher need to be covered. Since it is more worthwhile to cover blind regions where there is no LoS link from the AP, the points within blind regions are assigned with a higher density than those outside blind regions, such that

\[
\Phi_g(p) = \begin{cases} 
1, & p \in B_{AP}, \\
0, & p \notin B_{AP}.
\end{cases}
\]

F. Coverage Optimization

The goal of the coverage optimization problem is to find optimum RIS locations and orientations to maximize the coverage performance function in order to cover blind regions as much as possible. The problem can be formally stated as follows:

\[
\max_S H(S) \quad \text{s.t. } \forall i = 1, ..., N_{RIS}, \quad \|\theta(s_i, q_{AP})\| \leq \frac{\pi}{2} \text{ and } \\
\lambda q_{AP} + (1 - \lambda) q_i \in Q \setminus B_{AP} \text{ for all } \lambda \in [0, 1].
\]

The constraints are used to guarantee that there exists a proper link between the AP and each RIS.

IV. COVERAGE EXPANSION BY GRADIENT DESCENT

In this section, a gradient-descent-based algorithm is proposed to optimize the locations and orientations of RISs with the aim to maximize the performance function. The algorithm can be implemented in an indoor scenario with obstacles to maximize the coverage region of the AP.

A. Overall Algorithm

To maximize the coverage performance, each RIS starts from its initialized location and orientation, and then updates its heading direction iteratively moving in the direction that increases the overall coverage performance function \( H(S) \). The updating rule is described as follows:

\[
q_i(k+1) = q_i(k) + \sigma_k \frac{\partial H(S)}{\partial q_i}(k),
\]

\[
\theta_i(k+1) = \theta_i(k) + \sigma_k \frac{\partial H(S)}{\partial \theta_i}(k),
\]

where the step size \( \sigma_k \) is chosen using the backtracking line search method at each step [34]. To ensure that there always exists a proper link between the AP and each RIS, we adjust the updated locations and orientations as follows if they do not satisfy constraints (24):

\[
q_i(k+1) = \arg\min_{p \in Q \setminus B_{AP}} ||p - q_i(k+1)||^2,
\]

\[
\theta_i(k+1) = \begin{cases}
\theta_i(q_{AP}) + \frac{\pi}{2}, & \text{if } \theta_i(q_{AP}) - \theta_i(k) < -\frac{\pi}{2}, \\
\theta_i(q_{AP}) - \frac{\pi}{2}, & \text{if } \theta_i(q_{AP}) - \theta_i(k) > \frac{\pi}{2}.
\end{cases}
\]

To make sure that \( \theta_i(k+1) \in [-\pi, \pi] \), the orientation will be refined as \( \theta_i(k+1) = \text{mod} (\theta_i(k+1) + \pi, 2\pi) - \pi \). The update stops when \( \frac{H(S(k+1)) - H(S(k))}{H(S(k))} \leq \epsilon_s (\epsilon_s > 0) \).

B. Gradient Derivative

The main issue of the above problem is how to calculate the gradient term \( \frac{\partial H(S)}{\partial q_i} \) and \( \frac{\partial H(S)}{\partial \theta_i} \). Let \( P_i(s_i, S_{N_i}, p) = f_i(s_i, p) \Phi_l(s_i, S_{N_i}, p) \). By applying differential rules from [13] and [15], we have

\[
\frac{\partial H(S)}{\partial q_i} = \frac{\partial F_l(s_i, S_{N_i})}{\partial q_i} + \sum_{j \in N_i} \frac{\partial F_l(s_j, S_{N_j})}{\partial q_i} \\
+ \oint_{V_i} \left( \sum_{j \in N_i} \frac{\partial P_i(s_i, S_{N_i}, p)}{\partial q_i} d\mathbf{p} \right) \\
+ \sum_{j \in N_i} \oint_{V_j \cap V_i} \left( \sum_{k \in N_i} \frac{\partial D_j(s_j, S_{N_j}, \gamma_k)}{\partial q_i} n_k(\gamma_k) d\gamma_k \right) \\
+ \oint_{V_i} \left( \sum_{j \in N_i} \oint_{V_j \cap V_i} \frac{\partial D_j(s_j, S_{N_j}, \gamma_k)}{\partial q_i} n_k(\gamma_k) d\gamma_k \right) \right.
\]

where \( I(V_i) \) is the set of discontinuity intervals of points in \( V_i \), including boundaries of \( V_i \), boundaries of intersected visible regions and other possible discontinuities within \( V_i \) caused by the performance function. Since the performance function defined in this paper is continuous within \( V_i \), \( I(V_i) \) only includes boundaries of \( V_i \) and boundaries of intersected
visible regions. From [13], in Eq. (29), $n_s(\gamma_k)$ is the normalized outward vector at point $\gamma_k$ on curve $\partial q_n$, and $D_i(s_i, S_N, \gamma_k)$ is defined as follows:

$$D_i(s_i, S_N, \gamma_k) = \lim_{\epsilon \to 0^+} P(s_i, S_N, \gamma_k - \epsilon n_k) - \lim_{\epsilon \to 0^+} P(s_i, S_N, \gamma_k + \epsilon n_k).$$

(30)

The equation for $\frac{\partial F_i(s, S_N)}{\partial \theta_i}$ is similar to that of $\frac{\partial F_i(s, S_N)}{\partial q}$, and can be obtained by replacing $\partial q_i$ with $\partial \theta_i$.

1) Internal gradient within $V_i$: In the first term of Eq. (29), the derivative is calculated over the entire $V_i$. We have

$$\frac{\partial P_i(s_i, S_N, p)}{\partial q_i} \begin{cases} \frac{\partial f_i(s_i, p)}{\partial q_i}, & \text{if } p \in V_i \text{ and } \forall j \in N_i, p \not\in V_j, \\ \phi_i(s_i, S_N, p) \left(2 - \phi_i(s_i, S_N, p)\right) \frac{\partial f_i(s_i, p)}{\partial q_i}, & \text{if } p \in V_i \text{ and } \exists j \in N_i, p \in V_j, \\ 0, & \text{other.} \end{cases}$$

(31)

For $j \in N_i$, we have

$$\frac{\partial P_j(s_j, S_N, p)}{\partial q_i} = \begin{cases} -\phi_i^2(s_j, S_N, p) \frac{\partial f_i(s_j, p)}{\partial q_i}, & \text{if } p \in V_i \cap V_j, \\ 0, & \text{other,} \end{cases}$$

(32)

where the term $\frac{\partial f_i(s_j, p)}{\partial q_i}$ is easy to calculate. Similarly, the calculation of the derivative w.r.t. $\theta_i$ can be derived simply by replacing $\partial q_i$ with $\partial \theta_i$ in the above equations.

2) Curve integral over boundaries of $V_i$: To calculate the curve integrals in Eq. (29), it is required to know the unit outward vector $n(\gamma)$ and the derivatives $\frac{\partial n}{\partial q_i}$ and $\frac{\partial n}{\partial \theta_i}$. Five types of curves related to the $i$th RIS are shown in Fig. 5.

As shown in Fig. 5(a), overlapped boundaries are the boundaries of visible regions of neighboring RISs which intersect with $V_i$. The obstacle boundaries in Fig. 5(b) contain points of fixed obstacles intersected with $V_i$. These two types of boundaries are irrelevant to parameters $q_i$ and $\theta_i$, so they have no impact on the gradient calculation since $\frac{\partial n}{\partial q_i} = 0$ and $\frac{\partial n}{\partial \theta_i} = 0$. Only boundaries in Fig. 5(c)-(e) need to be taken into consideration. For boundaries $\partial q_{\gamma_k}$ in Fig. 5(c)-(e), if $\gamma_k$ is a point on $\partial q_{\gamma_n}$, we have

$$D_i(s_i, S_N, \gamma_k) = f_i(s_i, p)\phi_i(s_i, S_N, p).$$

(33)

For a point $\gamma_k$ on curve $\partial q_{\gamma_k} \in \partial V_j \cap V_i$,

$$D_j(s_j, S_N, \gamma_k) = f_j(s_j, p)\phi_j(s_j, S_N, p) - f_j(s_j, p)\phi_i(s_j, S_N, p).$$

(34)

where $N_j = \{\pi_n | \pi_n \neq i \text{ and } \pi_n \in N_j\}$.

i) Arc segment $\partial q_{\gamma_{Arc}}$

The curve segment in Fig. 5(c) is the arc of the sector. The parameterization of it is defined as

$$\gamma_{Arc}(t) = q_i + \bar{\theta}(t) \times \bar{R}_{ris}(|q_i - q_{AP}|, \theta(s_i, q_{AP})), t \in [\theta_1, \theta_2],$$

(35)

where $\theta_1$ and $\theta_2$ define the angle range of the arc segment. Then, the unit outward vector at point $\gamma_{Arc}(t)$ is

$$n_{Arc}(\gamma_{Arc}(t)) = \frac{\gamma_{Arc}(t) - q_i}{\|\gamma_{Arc}(t) - q_i\|} = \hat{v}(t).$$

(36)

The derivative $\frac{\partial n_{Arc}}{\partial \theta_i}$ is defined as

$$\frac{\partial n_{Arc}}{\partial \theta_i} = I + \hat{v}(t) \left(\frac{\partial \bar{R}_{ris}(\cdot)}{\partial \theta_i} - \frac{\partial \bar{R}_{ris}(\cdot)}{\partial q_i}\hat{v}(t)\right)$$

(37)

where $C_1, C_2 \in \mathbb{R}$, such that

$$C_1 = \frac{3C_r \sqrt{\hat{v}(t)(q_{AP} - q_i)^T - C_2(v^T(\theta_i))}}{\|q_{AP} - q_i\|^2},$$

(38)

$$C_2 = \frac{\sqrt{\hat{v}(t)(q_{AP} - q_i)^T q_{AP} - q_i^2}}{C_r}.$$

(39)

where $C_r$ is defined in Eq. (10). The derivative $\frac{\partial n_{Arc}}{\partial \theta_i}$ is defined as

$$\frac{\partial n_{Arc}}{\partial \theta_i} = \frac{\partial \bar{R}_{ris}(\cdot)}{\partial \theta_i} - \frac{\partial \bar{R}_{ris}(\cdot)}{\partial q_i}\hat{v}(t)$$

(40)

ii) Line segment $\partial q_{\gamma_{LO+}}$ and $\partial q_{\gamma_{LO-}}$

The boundaries in Fig. 5(d) are line segments caused by obstacles, the parameterization of which are defined as:

$$\gamma_{LO+}(t) = O_a + t \frac{O_a - q_i}{\|O_a - q_i\|}, t \in [0, t_1],$$

(41)

$$\gamma_{LO-}(t) = O_b + t \frac{O_b - q_i}{\|O_b - q_i\|}, t \in [0, t_2],$$

(42)

where $O_a$ and $O_b$ are the two terminals of the obstacle, $t_1$ and $t_2$ are the length of $\partial q_{\gamma_{LO+}}$ and $\partial q_{\gamma_{LO-}}$ respectively. The corresponding unit outward vectors are:

$$n_{LO+}(\gamma_{LO+}(t)) = R\left(\frac{\pi}{2}, \frac{q_i - Q_a}{\|q_i - Q_a\|}\right),$$

(43)

$$n_{LO-}(\gamma_{LO-}(t)) = R\left(-\frac{\pi}{2}, \frac{q_i - Q_b}{\|q_i - Q_b\|}\right).$$

(44)

The derivatives are defined as

$$\frac{\partial \gamma_{LO+}(t)}{\partial q_i} = R(\frac{\pi}{2})(O_a - q_i)(O_a - q_i)^T R(\frac{\pi}{2}),$$

(45)

$$\frac{\partial \gamma_{LO-}(t)}{\partial q_i} = R(\frac{\pi}{2})(O_b - q_i)(O_b - q_i)^T R(\frac{\pi}{2}),$$

(46)

$$\frac{\partial \gamma_{LO+}(t)}{\partial \theta_i} = \gamma_{LO+}(t) = 0.$$
where $r_1$ and $r_2$ are the length of $\partial q_{\gamma_{Sec}^+}$ and $\partial q_{\gamma_{Sec}^-}$ respectively. The corresponding unit outward vectors are

$$n_{Sec}^+(\gamma_{Sec}^+(t)) = R\left(\frac{\pi}{2}\right)\mathbf{\hat{v}}(\theta_i + \frac{\pi}{2}) = -\mathbf{\hat{v}}(\theta_i), \quad (50)$$

$$n_{Sec}^-(\gamma_{Sec}^-(t)) = R\left(-\frac{\pi}{2}\right)\mathbf{\hat{v}}(\theta_i - \frac{\pi}{2}) = -\mathbf{\hat{v}}(\theta_i). \quad (51)$$

The derivatives are defined as

$$\frac{\partial \gamma_{Sec}^+(t)}{\partial q_i} = \partial_{\gamma_{Sec}^-}(t) = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad (52)$$

$$\frac{\partial \gamma_{Sec}^+(t)}{\partial \theta_i} = -\mathbf{\hat{v}}(\theta_i), \quad (53)$$

$$\frac{\partial \gamma_{Sec}^-(t)}{\partial \theta_i} = \mathbf{\hat{v}}(\theta_i). \quad (54)$$

C. Initialization of Gradient Descent

Gradient descent is used for finding a local optimum and final results will be sensitive to the initial locations of RISs. To find a local optimum with better coverage performance, Algorithm 1 is implemented to initialize RIS locations and orientations. The main idea is based on a greedy algorithm where RIS locations are selected one by one from a group of candidate points. In order to tackle the drawback of a greedy algorithm, i.e. that it usually produces a non-optimal result due to its sequential nature, the proposed initialization introduces randomness into each round to provide a better chance of approaching the global optimum over multiple iterations.

As described in Algorithm 1, all the candidate points are divided into two groups, the ones in blinded regions of the AP waiting to be covered by RISs and the ones in the LoS region of AP where RISs can locate. At the beginning of each round, the RIS location is picked from a group of points assigned with different probabilities as in line 7. The probability that a point $p$ can be picked is proportional to the number of blinded points falling into the maximum communication distance of RIS if it is located at $p$. Then, the RIS orientation is determined by two steps. First, as in line 8, a rough initialization is made by picking one orientation from a small number of candidate angles with number $N_a$, where the probability of each angle to be picked is proportional to the number of blinded points that the RIS can cover. Second, the final orientation is uniformly selected from a small range of the above picked angle. The blinded points are updated after each RIS is initialized. The process is repeated until the initialization for all RISs is finished. Note that there is still no guarantee that this initialization can lead to the global optimum, but this method provides a reasonable solution that can cover most blind regions and reach good results faster than completely random initialization. This latter point will be demonstrated by numerical simulations in Sec. V.

Algorithm 1 Weighted initialization

1: procedure INITIALIZATION($N_{RIS}$, $N_a$) 
2: Generate the set of uniformly distributed candidate points $P$, and separate $P$ into two sets: $P_{nlos} = \{p|p \in P, p \not\in B_{AP}\}$ and $P_{los} = \{p|p \in P, p \in B_{AP}\}$ 
3: $Init_{loc} \leftarrow \emptyset$ \quad $\triangleright$ The set of RIS locations 
4: $Init_{\theta} \leftarrow \emptyset$ \quad $\triangleright$ The set of RIS orientations 
5: $A = \left\{-\frac{\pi}{N_\alpha}, -\frac{2\pi}{N_\alpha}, ..., \frac{2\pi}{N_\alpha}, \frac{\pi}{N_\alpha}\right\}$ 
6: while $Init_{loc} < N_{RIS}$ and $P_{nlos} \neq \emptyset$ do 
7: Select a candidate point $p_k$ from $P_{los}$, and the probability that a point $p$ will be picked is $P_{loc}(p_i) = \frac{|P_{nlos}(p_k)|}{\sum_{i \in A} |P_{nlos}(p_i)|}$, where $P_{nlos}(p_i) = \{p \in P_{nlos}| |p - p_i| \leq R_i(\|p_k - q_{AP}\|), 0\}$ 
8: Select a candidate angle $\alpha_k$ from $A$ and the probability that $\alpha_k$ will be picked is 
9: Finally, the candidate orientation $\theta_k$ is selected uniformly from $|\theta_{p_k}(q_{AP}) + \alpha_k - \frac{\pi}{N_\alpha}, \theta_{p_k}(q_{AP}) + \alpha_k + \frac{\pi}{N_\alpha}|$ 
10: $Init_{loc} \leftarrow Init_{loc} \cup \{p_k\}$ 
11: $Init_{\theta} \leftarrow Init_{\theta} \cup \{\theta_k\}$ 
12: $P_{los} \leftarrow P_{los} \setminus \{p_k\}$ 
13: $P_{nlos} \leftarrow P_{nlos} \setminus P_{nlos}(p_k, \theta_k)$ 
14: return $Init_{loc}, Init_{\theta}$

V. SIMULATION RESULTS

In this section, numerical simulations are presented to evaluate the proposed coverage expansion algorithm. The parameters used in the simulation are listed in Table I. Here, we simulate 2D cases where the AP, the users, and the centers of RISs are located at the same height. It is also assumed that the AP and users are each equipped with one antenna. For simplicity, the fixed obstacles (e.g. walls, cubicule dividers, or other furniture items) are assumed to be vertical or horizontal line segments. For weighted initialization, $N_a = 10$ and candidate points uniformly distributed in simulation scenarios are separated by 0.2m. The parameter for stopping criteria of gradient descent is $\epsilon_s = 10^{-4}$. According to [8], the size of an RIS element is set as $\frac{3}{2}$. The Fraunhofer distance that separates near field and far field is $d_F = \frac{2D^2}{\lambda}$, where $D$ is the maximum linear dimension
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of the RISs. For a $16 \times 16$ RIS, $d_F = \frac{2(\sqrt{N_G/2})^2}{\lambda} = 0.64m$. Therefore, in an indoor scenario, the placement of RISs almost certainly satisfies the far-field assumption adopted herein.

### A. Validation of the Proposed Algorithm

For initial validation of the algorithm, simulations are conducted in the two specific scenarios illustrated in Fig. 6 and Fig. 7, which are examples of single-RIS and multi-RIS cases, respectively.

For scenario A in Fig. 6, the targeted room is $8m \times 6m$ and the AP is located at $[2, 3]^T$. In Fig. 6(a), the right part of the scenario is the blinded region of the AP which can be covered by a single RIS as shown in Fig. 6(b). The RIS is initialized at $[4.21, 1.21]^T$ with orientation $0.69\pi$, and optimized RIS location is $[4.73, 0.05]^T$ with orientation $0.41\pi$. The coverage ratio increases from 0.5323 to 1 when the RIS is deployed. Scenario B in Fig. 7 shows a multi-RIS case where 5 obstacles are randomly placed in a $10m \times 8m$ room, the AP is located at $[5, 4]^T$, and 3 RISs are available for deployment. The initial and optimized RIS locations are listed in Table II. The coverage ratio is improved from 0.5732 to 0.9851. In both scenarios, the proposed algorithm shows significant coverage improvement. Moreover, it can be seen from Figures 6(c), 6(d), 7(c), and 7(d) that the proposed performance function captures the coverage ratio well.

Table III shows a comparison of weighted initialization and random initialization in the above two scenarios. The proposed algorithm runs 10 times for each type of initialization. Then, both the average and the best performance values are calculated. It can be concluded that weighted initialization works more efficiently than random initialization in these two scenarios, because the former method is more likely to initialize RISs in good locations and thus it achieves better results with fewer runs.

### B. Coverage Ratio vs. Number of Obstacles

In this section, we provide a more thorough evaluation of our algorithm by simulating its performance for varying numbers and lengths of obstacles. In Fig. 8, we compare coverage ratio versus the number of obstacles $N_{obs}$ and expected obstacle length $EL$. For each combination of $N_{obs}$ and $EL$, the simulation is run 10 times in each of 8 different obstacle layouts in a $10m \times 10m$ room with 3 RISs and the AP located at the center of the room. The maximum coverage ratio is picked out of 10 runs and then the average value across the 8 different random rooms is calculated. The obstacle layouts are chosen randomly as follows: the centers of obstacles are uniformly

<table>
<thead>
<tr>
<th>Parameters Notations</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>EIRP for AP ($P_{th}$)</td>
<td>40 dBm</td>
</tr>
<tr>
<td>Received power threshold</td>
<td>$-70$ dBm</td>
</tr>
<tr>
<td>Antenna gain of users</td>
<td>$G_u$</td>
</tr>
<tr>
<td>Number of RIS elements</td>
<td>$N$</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>$f_c$</td>
</tr>
</tbody>
</table>

| Initial location | $[0.45, 6.38]^T$ |
| Final Location | $[0.05, 7.79]^T$ |
| Initial orientation | $0.15\pi$ |
| Final orientation | $0.08\pi$ |

![Fig. 6. Simulation results for Scenario A](image)

![Fig. 7. Simulation results for Scenario B](image)

| Scenario A: Average coverage ratio | 0.9974 |
| Scenario A: Maximum coverage ratio | 1 |
| Scenario B: Average coverage ratio | 0.9425 |
| Scenario B: Maximum coverage ratio | 0.9851 |

<table>
<thead>
<tr>
<th>Simulation Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{th}$</td>
<td>$40$ dBm</td>
</tr>
<tr>
<td>$G_u$</td>
<td>$0$ dB</td>
</tr>
<tr>
<td>$N$</td>
<td>$16^2$</td>
</tr>
<tr>
<td>$f_c$</td>
<td>$60$ GHz</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RIS 1</th>
<th>RIS 2</th>
<th>RIS 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial location</td>
<td>$[0.45, 6.38]^T$</td>
<td>$[3.10, 2.75]^T$</td>
</tr>
<tr>
<td>Final Location</td>
<td>$[0.05, 7.79]^T$</td>
<td>$[2.23, 6.61]^T$</td>
</tr>
<tr>
<td>Initial orientation</td>
<td>$0.15\pi$</td>
<td>$-0.07\pi$</td>
</tr>
<tr>
<td>Final orientation</td>
<td>$0.08\pi$</td>
<td>$-0.53\pi$</td>
</tr>
</tbody>
</table>
distributed across the room and the obstacle length is a random variable with uniform distribution $U(0.9EL, 1.1EL)$. Orientation of each obstacle is randomly set as vertical or horizontal. Results of the proposed gradient descent (GD) algorithm are shown, both with weighted initialization and random initialization. Additionally, weighted initialization but without gradient descent, and performance without RISs are provided as baselines.

First, we note that RISs optimized by the proposed algorithm achieve a significant coverage improvement compared to scenarios without RISs. The coverage ratio reaches 0.99 or higher for $EL = 0.5m$, and there is a 27% increase relative to the no-RIS scenario when $N_{obs} = 15$ (the obstacles in this setting are not a major hindrance and so the coverage is already relatively high even without RISs). As $EL$ increases, the coverage improvement gets larger. The coverage increase grows to 88% when $EL = 1.5m$ and $N_{obs} = 15$, and is about 170% when $EL = 2.5m$ and $N_{obs} = 15$. We also note that the gradient descent approach provides much better coverage than the baseline of weighted initialization without gradient descent, which demonstrates the benefits of gradient descent. Finally, weighted initialization demonstrates better coverage compared with random initialization for every combination of $EL$ and $N_{obs}$, again indicating the efficiency of weighted initialization in reaching better results with fewer runs.

Lastly, a brute force sequential algorithm is used as a comparison to the proposed algorithm. In the brute force sequential algorithm, the best RIS locations and orientations are chosen one by one from “all possible” points and orientations. The candidate points are separated by 0.2m, and candidate orientations are spaced by $\pi/180$. As shown in Fig. 9, when $EL = 2.5m$, the gradient descent algorithm outperforms the brute force sequential algorithm even with 10 runs, and coverage is improved by about 10% with 50 runs.

For time complexity, since it is not easy to make an accurate analysis of the proposed gradient descent algorithm due to its dependence on the given scenario, a rough comparison will be given based on the number of operations. Here, one operation is defined as all calculations within the communication region of one RIS. In the gradient descent algorithm, one operation includes one search of candidate RIS location and orientation in initialization, and one update of RIS x-coordinate, y-coordinate or orientation in the gradient descent and line search method. In the brute force sequential method, one operation includes one search of candidate RIS location and orientation. When $EL = 1.5m$, the number of operations of the brute force sequential method is about 65 times as large as in one run of the gradient descent approach, and this grows to about 95 times when $EL = 2.5m$. Thus, with this approximate analysis, we can see that the gradient descent approach outperforms the brute force sequential approach while executing fewer calculations.

**VI. CONCLUSION**

In this paper, we discuss an optimization problem of RIS locations and orientations to expand coverage in the mmWave band. The proposed algorithm is based on gradient descent to maximize a coverage performance function which is carefully selected to incorporate the influence of the RIS radiation pattern. Our simulation results validate that the the locations and orientations provided by the algorithm can substantially improve the coverage ratio. The results also show that the proposed weighted initialization can improve efficiency to achieve a satisfying coverage ratio compared with random initialization. To further address the issue of local optima in future work, we plan to evaluate the benefits of incorporating the gradient-descent-based approach into other heuristic optimization algorithms, e.g. a particle swarm algorithm.