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Abstract—Software-defined networking (SDN) is fundamentally changing the way networks operate, enabling programmable and flexible network management and configuration. As the de facto standard southbound interface of SDN, OpenFlow defines how the control plane interacts with the data forwarding plane. In OpenFlow, flow tables play a significant role in packet forwarding. However, the size of the flow table is limited due to power, cost, and silicon area constraints and capacity-limited tables cannot hold all of the active flows in medium-to-large-scale SDN networks. Thus, when a flow table reaches capacity, an intelligent eviction strategy, which efficiently manages the limited flow table resource, is critical. In this paper, we propose Smart Table EntRy Eviction for OpenFlow Switches (STEREOS), which uses machine learning to classify flow entries as active or inactive and forms the basis for intelligent eviction. Trace-driven simulations demonstrate that STEREOS increases flow table usage by more than 50% and reduces incorrect flow entry evictions by up to 78%, compared with the dominant Least Recently Used eviction policy. Moreover, packet-level simulations of a datacenter network demonstrate that STEREOS can greatly reduce the control overhead, increase overall network throughput by 19%, and reduce packet loss rate by 70%.
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I. INTRODUCTION

SOFTWARE Defined Networking (SDN) is widely regarded as a revolutionary technology due to its capability to create programmable, flexible and agile networks while reducing costs. Google, Amazon, Facebook, and other organizations have heavily researched and invested in SDN for their data center networks. For example, Google leveraged SDN to build its Jupiter network, which achieved a capacity increase of 100× [1], and Microsoft used SDN to improve its hyperscale data center connectivity, achieving substantial reductions in capital and operating expenses [2].

The core idea of SDN is to separate the control plane from the forwarding/data plane in switches. This makes network operations programmable and accelerates innovations through SDN abstractions. Most SDN implementations use the OpenFlow protocol [3] as the communication interface between control and data planes. The kernel of OpenFlow is a packet processing pipeline consisting of several flow tables, which contain flow entries that are used to match and process incoming packets. Due to power, cost, and silicon area constraints, the flow table size is a limitation for networks with a large number of flows. As reported by Lu et al. [4], the Broadcom chipset, which is widely used in commercial switches, can accommodate 2000 flow entries. On the other hand, flow arrival rates can reach 10,000 flows per second per server rack in data centers [5]. Hence, it is extremely important to manage flow tables efficiently, and the primary tool for this is accurate identification of inactive flows when a flow table has reached capacity and an existing flow must be evicted.

In this paper, we propose a new approach to flow entry eviction, which is based on machine learning. Patterns of active and inactive flows in a particular network environment are learned in a training phase and the learned models are then applied to the operational flows in the network. Based on multiple network traces from different real networks, we study which machine learning models are well suited for this problem and we demonstrate the efficacy of those models in the associated networks. The paper’s contributions include:

1) identification of specific features of flows that are important for active/inactive flow classification,
2) the Smart Table EntRy Eviction for OpenFlow Switches (STEREOS) prediction mechanism, which trains an offline machine learning (ML) model to predict the probability that a flow entry is inactive; this can be used by OpenFlow switches to more accurately evict inactive flow entries once a flow table has reached capacity, and
3) detailed case studies that address practical problems in the implementation of STEREOS such as ML model selection, ML model size trade-off, overhead, and feature quantization, which provide a roadmap for implementation of STEREOS in real SDN networks.

II. RELATED WORK

Machine learning is a promising approach to optimize network operations. Clark et al. [6], proposed to introduce a knowledge plane into the Internet to enable machine learning applications 16 years ago but knowledge plane prototypes have still not appeared, due mainly to the decentralized Internet
control structure. However, SDN networks, have centralized network controllers and typically operate at the level of a single organization, which facilitates collection of the data necessary to train machine learning models. To date, machine learning techniques have been applied to address several networking problems in SDNs, e.g., routing optimization [7], [8], management of resources such as network bandwidth and compute capacity [9], [10], and security [11], [12].

The specific problem studied herein, flow entry eviction, is one aspect of flow table management in SDNs. OpenFlow currently provides three mechanisms for flow table management: flow expiration timeouts, proactive flow entry deletion, and flow entry eviction [3]. To date, only a few papers have studied machine-learning-based flow table management. Li et al. [13], proposed to use Q-learning for the selection of flow expiration timeout values. Yang and Riley [14] employed machine learning to learn from historical flow entry removal statistics how to predict when a flow entry will be last used. As for flow entry eviction, Kannan and Banerjee [15], built a Markov based learning predictor that captures the probability of transitioning between different intervals and evicts the flow entry in the state from which the transition probability is the least. However, their approach assumes that flow arrivals follow a Poisson distribution, which is not necessarily true in practice. This paper is a significant extension of our prior work in which we first proposed network-data-based machine learning for switch-controlled on-demand flow entry eviction [16].

Most prior work on switch-controlled on-demand flow entry eviction has studied traditional (not machine learning) approaches, e.g. [17]–[19]. Both [18] and [19] are based on categorizing flows as “elephant” flows, which are small in number but represent a large fraction of traffic volume, and “mouse” flows, which are high in number but carry little data. The goal for both of these works is to reduce the number of elephant flow evictions. The goal of our approach, and also that of [17], is simply to minimize flow table misses, regardless of flow type, since each flow miss causes an expensive switch to controller communication in order to retrieve the appropriate handling rule for the missing flow. Whereas [17] uses an approach based on Bloom filters, ours is based on learning the traffic patterns in a particular network context.

III. SMART FLOW TABLE ENTRY EVICTION

If an active flow entry is wrongly evicted from a flow table, the switch has to query the controller to reinstall the flow entry when the packets of the flow arrive in the future. This re-installation not only incurs additional delays [20] but also increases the controller’s workload. Furthermore, evicting an active TCP flow entry can seriously degrade the performance of TCP connections, because it may result in packet loss and congestion window shrinkage for all TCP flows that share the same switch buffer [21]. Therefore, minimizing incorrect flow entry evictions is critical to maintaining network performance.

We approach this problem by considering how to train a binary classification model that can label each flow as either active or inactive. Our proposed approach, referred to as STEREOS, is shown in Fig. 1. The first phase is offline training to generate the classification model, and the second phase is run-time use of the trained model to perform flow table eviction. To do the offline training, packet traces from a few OpenFlow switches in the target network are captured with a tool such as Wireshark. These traces are used to extract features and labels to form the training dataset. The dataset is then used to train the offline model including tuning its hyperparameters. To implement STEREOS in a real network, the parameters of the trained model would then be distributed to the OpenFlow switches by the controller. Lastly, every OpenFlow switch would apply the trained model to identify and evict inactive flow entries. The model training could be performed by a helper device attached to the network [5] or by the controller itself.

Deploying an improved eviction algorithm will require that SDN switches be modified, because current switches use LRU replacement as the default. Machine learning models of the type considered herein have been shown to have efficient FPGA implementations [22], [23], and our results show that these models provide substantial benefits over LRU across a range of scenarios. Thus, these results provide motivation to designers of future switches to consider implementing more advanced eviction algorithms such as those proposed herein.

Offline training with online eviction can be periodically updated (e.g., every 10 hours) in order to adapt to changes in the underlying traffic pattern. Here, we do not use online classification because we can only get ground truth labels (inactive or active) through a long time observation (at least tens of minutes). Our trace-driven evaluations reported in Section IV indicate that flow characteristics in data center environments do not change rapidly making the offline training approach feasible. For example, with one set of traces covering a 22-hour period, we trained a model based on the first two hours of the traces and then very accurately identified inactive flows during the remaining 20-hour duration.

A. Offline Training: Data Collection

In order to train a model for classifying flow table entries as active or inactive, we need training data on flows. Every data point in the training data set should contain two parts: flow features and a label (active or inactive). The features
are used to characterize the state of the flow from which the data point was generated. In this study, we use the features listed in Table I. The time since the last packet was seen from the flow, and a larger \( t_{\text{idle}} \) generally means the flow entry is more likely to be inactive. \( t_{\text{in}} \) and \( t_{\text{out}} \) characterize the packet inter-arrival time distribution of the flow. We also capture the lengths of the last \( N_{\text{pkt}} \) packets in the \( t_i \) features. Thus, the feature vector has the form \( v = (t_{\text{tcp}}, t_{\text{idle}}, t_{\text{in}}, t_{\text{out}}, t_1, t_2, \cdots, t_{N_{\text{pkt}}}) \in \mathbb{R}^{N_{\text{pkt}} + 4} \), for each data point.

**Algorithm 1: Dataset Generation**

**Require:** Packet trace, \( t_{\text{max}}, N_{\text{max}}, t_{\text{interval}}, N_{\text{pkt}}, t_{\text{threshold}} \)

1. for TCP/UDP packet \( p \) whose arrival time \( t_p \leq t_{\text{max}} \) do
2. if the next packet belonging to the flow containing \( p \) will arrive after \( t_{\text{threshold}} \) or \( p \) is the last packet, label the flow as inactive. Otherwise, label it as active.
3. if \( p \) cannot match any flow entry then
4. if the size of the flow table is \( N_{\text{max}} \) then
5. Output the features and label of each flow entry which is recorded \( \geq t_{\text{interval}} \) ago or updated;
6. Set each flow entry as non-updated and \( t_{\text{record}} \) of each flow entry as \( t_p \);
7. Evict a random flow entry;
8. end if
9. Insert the flow entry subject to \( p \) in the flow table.
10. Set the flow entry as updated.
11. else
12. Update the features of the flow entry referred by \( p \)
13. end if
14. end for.

With these features, we can generate a training dataset from real network packet traces. The generation process is described in Algorithm 1, which simulates the arrival of packets and updates the feature vector of the corresponding flow entry when a packet arrives. The algorithm also simulates flow entry installation and eviction. As packets arrive, flow entries are installed in the flow table. Whenever the flow table reaches its capacity, the features and label of every flow entry are output as a data sample (see line 5). The algorithm labels a flow entry as inactive (positive) when there is no packet from the flow in the next \( t_{\text{threshold}} \) length of time in the trace. This is reasonable if \( t_{\text{threshold}} \) is long enough (e.g., 1 hour).

Note that all identified features are time-varying except for \( t_{\text{tcp}} \). In particular, \( t_{\text{idle}} \) for a flow keeps changing even if there are no packet arrivals for the flow. Thus, there could be thousands of data samples which are exactly the same except that their \( t_{\text{idle}} \) values are slightly different. This massive redundancy of data samples would not only provide no extra information to the ML model but it could also introduce bias in the trained model due to the frequency of redundant samples in the data set. This would also increase the computational overhead of training. To prevent these negative effects, we employ a variable, \( t_{\text{record}} \), to record the last time that the features and label of a flow entry were output as a data sample and we do not allow a new data sample to be output for that flow until at least time \( t_{\text{record}} + t_{\text{interval}} \) (see line 5).

Another issue is which policy (e.g., random, LRU, FIFO) to use for flow entry eviction when the flow table overflows during training dataset generation. In machine learning, we would like the training data and test data to come from the same underlying distribution so that the trained model can achieve low generalization error. The LRU and FIFO policies both have some preference about which flow entry should be evicted when the flow table overflows. These preferences are clearly different from the learned ML policy, which would mean that a training dataset generated with LRU or FIFO policy would have a very different distribution from the testing one (used by the learned ML policy). However, the random eviction policy has no preference about which flow entry should be evicted, and thus the distribution of the training dataset generated by the random policy will be closer to that of the learned policy. Therefore, to generate the training dataset, we employ the random eviction policy (see line 7).

**B. Offline Model Training: Model Tuning**

With the collected dataset, we need to select an appropriate machine learning algorithm and tune its hyperparameters to achieve the best performance. Many algorithms can be used for classification problems, such as nearest neighbor, support vector machine, decision tree, random forest, and multiple layer perception [24]. To select the best machine learning algorithm for STEREOS and tune its hyperparameters, we need to select an appropriate performance metric. There are many performance metrics for classification, such as classification accuracy, recall, and F1-score [24]. For flow entry eviction, on one hand, we want to minimize false positives (i.e., active flows misclassified as inactive) to minimize wrong evictions. On the other hand, if an inactive flow entry is misclassified as active, then it might never be evicted, which wastes precious flow table resources. Thus, false negatives should also be minimized. Based on these observations, we use F1 score as the performance metric because a high F1 score indicates that both false negatives and false positives are low.

Based on F1 score, we use a K-fold rolling-origin cross validation, as shown in Fig. 2, to evaluate the performance of different machine learning models with different hyperparameter configurations [25]. K-fold rolling-origin cross validation is a common approach to fine-tune model hyperparameters for time series data, where the whole time is first split into a training range and a testing range such that all observations in the training range occurred prior to any observation in the testing range. The training range is further divided into 2K roughly equal time slices (\( K = 3 \) in Fig. 2). For fold
where $k = 1, 2, \cdots, K$, we fit a machine learning model with its hyperparameters to the first $K + k - 1$ time slices, and compute its F1 score in classifying the $(K + k)$th part (a.k.a., validation slice). Then we get the average F1 score of these K fold cross validations. For every machine learning model, we do this for many hyperparameter values and choose the values that maximize the average F1 score.

C. Online Flow Table Eviction

Once offline training is finished, we apply the trained binary classification model to online flow table eviction. The trained model not only predicts whether one flow entry is inactive but also gives the confidence of the prediction, i.e., the probability that the flow entry is inactive. We rely on these probabilities for online flow entry eviction, as shown in Algorithm 2. For a binary classification model $h$ trained from the collected dataset, $h(v_e)$ gives the inactive probability for flow entry $e$ with feature vector $v_e$, i.e., $P_{\text{inactive}}^e$. When the flow table reaches capacity, we apply the model $h$ to calculate $P_{\text{inactive}}$ for the flow entries in the table and we use those probabilities to choose a flow entry for eviction as discussed below.

Algorithm 2 Online Flow Entry Eviction

Require: Trained model $h$, $P_{\text{min}}$, $t_{\text{interval}}$

1: while a packet $p$ is arriving at the switch do
2: if $p$ is matched with a flow entry $e_p$ then
3: update the feature vector $v_{e_p}$ associate with $e_p$
4: else
5: if the flow table is overflow then
6: $\text{isEvicted} \leftarrow \text{false}$
7: for every flow entry $e$ in the flow table do
8: if $v_e$ is updated or $P_{\text{inactive}}^e$ is updated $t_{\text{interval}}$ ago then
9: $P_{\text{inactive}}^e \leftarrow h(v_e)$
10: if $P_{\text{inactive}}^e > 0.9$ then
11: 1) evict the entry $e$
12: 2) $\text{isEvicted} \leftarrow \text{true}$
13: break
14: end if
15: end if
16: end for
17: if not $\text{isEvicted}$ then
18: $e^* = \arg\max \{P_{\text{inactive}}^e\}$
19: if $P_{\text{inactive}}^{e^*} > P_{\text{min}}$ then
20: evict the flow entry $e^*$
21: else
22: evict the least recently used flow entry
23: end if
24: end if
25: end if
26: send flow setup request to the controller to install flow entry for packet $p$
27: end if
28: end while

Calculating the inactive probabilities for all entries when the flow table overflows is computationally intensive and would place a heavy burden on the limited CPU of the SDN switch. Therefore, we set a threshold (0.9 in the experiments reported in Section IV) on $P_{\text{inactive}}$, so that as soon as we find an entry with $P_{\text{inactive}}$ exceeding the threshold, we choose it for eviction immediately without calculating the rest of the $P_{\text{inactive}}$ values.

In addition, it is inefficient to do classification on the same flow entry again if its feature vector has only a small change. For example, we do not want to classify a flow entry again if its feature vector stays the same except that $t_{\text{idle}}$ is 1 millisecond different. Therefore, similar to how we saved computation time in the training phase, if there are no new packets for a flow within a time $t_{\text{interval}}$, we do not reclassify it during that time. This further reduces the computation burden at flow table overflow time so that, in most cases, only flows that had packets arriving at the switch since the last table overflow will need to be reclassified.

The last issue is how to handle inactive flow entries that are misclassified as active. For inactive flow entries, only $t_{\text{idle}}$ will change as time elapses and it is possible that these entries will remain misclassified for a long time. To make matters worse, these inactive flow entries could accumulate over time and occupy most of the flow table. To address this, if the flow entry with largest inactive probability does not satisfy $P_{\text{inactive}}^e \geq P_{\text{min}}$, we evict the LRU flow entry. Otherwise, the flow entry with maximum $P_{\text{inactive}}$ will be evicted (unless one with $P_{\text{inactive}} > 0.9$ was already evicted) (see line 20). In this way, misclassified inactive flow entries, whose $t_{\text{idle}}$ tends to be large, can be removed if there is no other flow with a high inactive probability. Choice of $P_{\text{min}}$ is discussed in Section IV.

D. Overhead of STEREOS

STEREOS requires storing feature values for every flow entry in the flow table. The percentage overhead this incurs depends on the storage requirement for these features and the size of each flow entry. Each flow entry contains match fields, priority, counters, instructions, timeouts, cookie, and flags. The priority, timeout, cookie, and flag fields together require 24 bytes. The match fields are described using Open-Flow Extensible Match (OXM) format, and each OXM value requires between 5 and 259 bytes. For the typical 5-tuple flow match fields, 4 OXMs are required and 28 bytes are consumed. Depending on which counters are included, the counter fields consume from 4 to 24 bytes. The number of bytes occupied by instructions depends on what actions are included. For example, if one output action is included, then 24 bytes are required. In summary, the storage requirement for one flow
entry varies but the classical simple 5-tuple output flow entry requires 80 bytes. To achieve more precise control (which is a common case in OpenFlow networks), more complicated entries are necessary, which will require more bytes per entry.

The feature vector for STEREOS includes idle time, and the packet lengths and inter-arrival times of the last \(N_{\text{pkt}}\) packets. If the time features are quantized with \(B_t\) bytes and packet lengths are quantized with \(B_l\) bytes, then we require \((B_t + B_l)N_{\text{pkt}}\) bytes to store the feature vector for each flow entry. In Section IV, we discuss appropriate values of \(N_{\text{pkt}}\), \(B_t\), and \(B_l\) and we use those to quantify the overhead of STEREOS.

### IV. Case Studies

In this section, we present case studies based on four real packet traces collected from university data centers. UNIBS0930 and UNIBS1001 were collected on an edge router of the campus network of the University of Brescia on two working days, namely 09/30/2009 and 10/01/2009 [26]. They are composed of traffic generated by a set of twenty workstations running the ground truth client daemon. UNIV1 and UNIV2 were collected from two university data centers by the authors of [5]. For simplicity, we only consider TCP and UDP flows in the case studies. We summarize these four packet traces in Table II.

#### A. Dataset Collection

We follow Algorithm 1 to collect datasets for the four packet traces with 1K, 2K, and 4K flow tables (\(N_{\text{max}}\)). The very latest high-end commercial OpenFlow switches are equipped with larger flow tables (e.g., 16K) to handle traffic demands in today’s enormous data centers. However, the traces used here are collected from campus networks around 10 years ago. Therefore, we consider 1K, 2K, and 4K flow tables which reflect hardware capacity from the same time frame and are consistent with other studies such as [27]. The results shown herein should generalize to larger networks with commensurately larger numbers of flows and flow table sizes.

The generated datasets are summarized in Table III. Training flows are flows that start in the training interval, \((0, t_{\text{max}})\), of the packet trace, non-cross flows are flows that start after \(t_{\text{max}}\), and cross flows are flows that start before \(t_{\text{max}}\) and end after \(t_{\text{max}}\). We distinguish cross flows and non-cross flows so that we can analyze whether the patterns learned from training flows can be applied to flows that were not in the training dataset, i.e. the non-cross flows. This is significant because the benefits of STEREOS would degrade as time elapsed if learned patterns did not apply to new (non-cross) flows.

#### B. Offline Training Results

We use scikit-learn, pedregosa2011scikit, an open source machine learning library in Python, for selecting the best machine learning models. This library provides many classification algorithms, as well as the APIs for model selection based on cross-validation. As shown in Fig. 2, each piece of the last five periods \(t_{\text{max}}/10\) is a validation set and the previous time’s data is the training set. In this way, we can apply 5-fold rolling-origin-cross-validation to tune the hyperparameters of different machine learning algorithms.

We considered the seven classification algorithms shown in Table IV. We did not consider the K nearest neighbor algorithm because it requires storage of the whole dataset which is not feasible for OpenFlow switches with limited memory. We also did not consider the support vector machine (SVM) algorithm because of its extremely high computational overhead for training. Each of the considered algorithms has many hyperparameters and we only considered some of the most important ones, which are shown in Table IV. For all of the hyperparameters not specified in Table IV, we used the default values provided by the library.

The F1 scores for all possible combinations of the hyperparameter values specified in Table IV were evaluated by 5-fold rolling-origin-cross-validation. From this evaluation,
we picked the best algorithm and its best hyperparameters, and the results are shown in Table V. As can be seen in the table, either GBT or RF is the best algorithm for all four packet traces (in fact, their achieved F1 scores fall within about 0.5% of each other in all cases). These two methods are both ensemble methods, which are unlikely to overfit.

We also employed the concepts of cross and non-cross flows during the cross-validation to validate the ML model’s accuracy on non-cross flows in terms of F1 scores. For the kth fold validation, cross flows are flows that start within the first \( K + k - 1 \) time slices and end within the \( (K + k) \)th slice, while non-cross flows start and end within the \( (K + k) \)th slice. In this way, we can get F1 scores for both cross and non-cross flows for each fold validation, which are shown in Table V. Note that the F1 scores for the non-cross flows are all quite high and, for the UNIV packet traces, they are actually higher than the F1 scores for the cross flows, while they are only slightly smaller than those of the cross flows in the UNIBS traces. These results show that the trained model can be well generalized to classify unseen flows. If this was not true, the F1 scores for the non-cross flows would be much lower than those of the cross flows since the model does not see non-cross flows during training. This means that there are some common patterns that inactive flows exhibit. The model learns these patterns from the training flows and can predict the number of capacity misses, which is collected from online flow entry eviction policies. The primary goal is to minimize incorrect flow entry evictions. The primary goal is to minimize incorrect flow entry evictions. While the F1 score makes a trade-off between false positives and false negatives, which are both related to incorrect flow entry evictions, it may not perfectly reflect the models’ relative performances in reducing the number of capacity misses. Second, because OpenFlow switches have limited memory, if a model achieves a slightly smaller F1 score but occupies a much smaller memory footprint, it may be a better choice for implementation in practice.

In this section, we study trade-offs between performance and memory size of the models. Here, we directly study the number of capacity misses, which is collected from online eviction simulations, to evaluate the performance of a model. Capacity miss is a concept borrowed from computer architecture, and it refers to a flow entry miss (i.e., no flow entry in the flow table can be matched with the incoming packet) that is due to the limited table size. The number of capacity misses is equal to the number of evictions of active flows, because evicting an active flow entry will later result in a flow entry re-installation, which is a capacity miss. To collect the number of capacity misses, we build a simulator which is similar to the one used in dataset generation except that the flow entry eviction policy can be chosen from LRU, STEREOS, and ALFE [18]. The packets in the trace are replayed to the simulator and flow evictions and re-installations are simulated to count the number of capacity misses.

Table VI shows the performance of different models with their sizes, where the ratio of capacity misses of STEREOS to LRU (i.e., \( \beta \)) is used to compare STEREOS and LRU. Note we do not show the results of UNIV2 because it is not the typical case in real networks as will be discussed in Section IV-G. From the table, we make the following observations:

1) The model with the highest F1 score does not always achieve the best performance in terms of reducing capacity misses. For example, in the case of UNIBS0930 with 4K flow table, the best model in terms of F1 score results in more capacity misses than LRU. However, the RF model (\( n_{\text{estimators}}: 20, \text{criterion: entropy}, \text{max_depth: 20} \)) produces only 47.2% of the capacity misses of LRU, although its F1 score is slightly smaller than the “best” model. This phenomenon may be due to incorrect flow entry evictions, it may not perfectly reflect the models’ relative performances in reducing the number of capacity misses.
TABLE VI

<table>
<thead>
<tr>
<th>Packet trace</th>
<th>Table size</th>
<th>F1 score</th>
<th>Model size (MB)</th>
<th>Model hyperparameters</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNIBS 0930</td>
<td>1K</td>
<td>0.96060</td>
<td>1.79</td>
<td>GBT { n_estimators: 30; subsample: 0.6; learning_rate: 0.1; max_depth: 10; }</td>
<td>0.354</td>
</tr>
<tr>
<td></td>
<td>2K</td>
<td>0.95104</td>
<td>0.08</td>
<td>DT { criterion: entropy; max_depth: 10; }</td>
<td>0.685</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.96171</td>
<td>2.75</td>
<td>GBT* { n_estimators: 30; subsample: 0.8; learning_rate: 0.1; max_depth: 10; }</td>
<td>0.333</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.98307</td>
<td>1.70</td>
<td>GBT* { n_estimators: 20; subsample: 0.8; learning_rate: 0.1; max_depth: 10; }</td>
<td>0.344</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.97605</td>
<td>0.08</td>
<td>DT { criterion: gini; max_depth: 10; }</td>
<td>0.882</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.98106</td>
<td>2.65</td>
<td>GBT* { n_estimators: 30; subsample: 0.8; learning_rate: 0.1; max_depth: 10; }</td>
<td>0.197</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>0.98759</td>
<td>1.84</td>
<td>GBT { n_estimators: 20; subsample: 0.6; learning_rate: 0.1; max_depth: 10; }</td>
<td>1.078</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.98531</td>
<td>13.48</td>
<td>RF { n_estimators: 20; criterion: entropy; max_depth: 20; }</td>
<td>0.472</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.98811</td>
<td>2.75</td>
<td>GBT* { n_estimators: 30; subsample: 0.6; learning_rate: 0.1; max_depth: 10; }</td>
<td>1.104</td>
</tr>
<tr>
<td></td>
<td>1K</td>
<td>0.97605</td>
<td>0.01</td>
<td>RF { n_estimators: 20; criterion: entropy; max_depth: 10; }</td>
<td>0.239</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.95702</td>
<td>1.02</td>
<td>GBT { n_estimators: 30; subsample: 0.5; learning_rate: 0.1; max_depth: 10; }</td>
<td>0.241</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.97645</td>
<td>13.08</td>
<td>RF { n_estimators: 20; criterion: entropy; max_depth: 20; }</td>
<td>0.422</td>
</tr>
<tr>
<td>UNIBS 1001</td>
<td>2K</td>
<td>0.98333</td>
<td>0.98</td>
<td>GBT { n_estimators: 20; subsample: 0.6; learning_rate: 0.1; max_depth: 10; }</td>
<td>0.492</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.98604</td>
<td>0.05</td>
<td>DT { criterion: gini; max_depth: 10; }</td>
<td>0.944</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.98875</td>
<td>1.50</td>
<td>RF* { n_estimators: 30; criterion: entropy; max_depth: 20; }</td>
<td>0.597</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>0.99515</td>
<td>1.21</td>
<td>RF { n_estimators: 30; criterion: entropy; max_depth: 20; }</td>
<td>0.308</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.99480</td>
<td>0.93</td>
<td>GBT { n_estimators: 30; subsample: 0.8; learning_rate: 0.1; max_depth: 10; }</td>
<td>1.770</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.99526</td>
<td>8.24</td>
<td>RF* { n_estimators: 20; criterion: entropy; max_depth: 20; }</td>
<td>0.514</td>
</tr>
<tr>
<td>UNIV1</td>
<td>1K</td>
<td>0.89705</td>
<td>3.31</td>
<td>GBT { n_estimators: 30; subsample: 0.8; learning_rate: 0.1; max_depth: 10; }</td>
<td>0.492</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.89364</td>
<td>2.22</td>
<td>RF { n_estimators: 20; subsample: 0.8; learning_rate: 0.1; max_depth: 10; }</td>
<td>0.498</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.90258</td>
<td>41.07</td>
<td>RF* { n_estimators: 30; criterion: entropy; max_depth: 20; }</td>
<td>0.501</td>
</tr>
<tr>
<td></td>
<td>2K</td>
<td>0.93673</td>
<td>14.42</td>
<td>RF { n_estimators: 20; criterion: entropy; max_depth: 20; }</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.93385</td>
<td>3.34</td>
<td>GBT { n_estimators: 30; subsample: 0.6; learning_rate: 0.1; max_depth: 10; }</td>
<td>0.590</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.93946</td>
<td>46.47</td>
<td>RF* { n_estimators: 30; criterion: entropy; max_depth: 20; }</td>
<td>0.545</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>0.96389</td>
<td>30.88</td>
<td>RF { n_estimators: 20; criterion: entropy; max_depth: 20; }</td>
<td>0.929</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.95862</td>
<td>3.29</td>
<td>GBT { n_estimators: 30; subsample: 0.8; learning_rate: 0.1; max_depth: 10; }</td>
<td>0.833</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.96435</td>
<td>46.14</td>
<td>RF* { n_estimators: 30; criterion: entropy; max_depth: 20; }</td>
<td>0.932</td>
</tr>
</tbody>
</table>

Note: The best model in terms of F1 score is marked with “*”, and the selected model considering both model size and performance is marked in bold.

Fig. 3. The effects of F1 score on STEREOS.

to the fact that there is some randomness in terms of the number of capacity misses for models with close F1 score, which is shown in Fig. 3. This figure was produced by running simulations on UNIV1 trace with 1K flow table, where the model used for evicting flow entries is GBT (subsample:0.8; learning_rate:0.1; max_depth:10) with \( n_{\text{estimators}}\{5, 10, 15, 20, 25, 30, 35\} \). The figure shows that, as the F1 score varies within the range of [0.892, 0.898], the number of capacity misses fluctuates little but within the range of [0.884, 0.892] there is a very large variation.

2) Smaller models can sometimes achieve fewer capacity misses. For example, for the UNIV1 trace with 1K flow table, the “best” model (i.e., RF model) has a size of 41.07 MB and achieves 50.1% capacity misses of the LRU policy. However, the GBT model (\( n_{\text{estimators}}:30; \) subsample:0.8; learning_rate:0.1; max_depth:10) only requires 3.31 MB and achieves very close to the miss rate of the RF model (49.2% misses).

Based on these observations, we re-select the models for the different traces considering both model size and performance, and show the best performing ones in bold in Table VI.

D. Tuning \( P_{\text{min}} \)

According to Algorithm 2, \( P_{\text{min}} \) is an important parameter for STEREOS which controls how much STEREOS should depend on the LRU policy. Therefore, it is significant to tune \( P_{\text{min}} \) for implementing STEREOS. On one hand, small \( P_{\text{min}} \) allows the switch to evict flow entries which are classified as inactive with low confidence. In this case, it is highly possible that a misclassified active flow entry will be evicted. On the other hand, large \( P_{\text{min}} \) would prevent the switch from evicting inactive flow entries which are not identified by the trained model with very high confidence. Actually, with large \( P_{\text{min}} \), the switch would heavily rely on the LRU policy (line 22 in Algorithm 2) for eviction instead of the machine learning one. Therefore, we need to tune \( P_{\text{min}} \) such that as many inactive flow entries as possible satisfy \( P_{\text{inactive}} > P_{\text{min}} \) and as few active entries as possible do not meet this.

To find the appropriate \( P_{\text{min}} \), we collected the number of capacity misses achieved by STEREOS with different \( P_{\text{min}} \) on the training periods through online eviction simulations, which are shown in Fig. 4. As we can see, the number of capacity misses decreases up to a certain \( P_{\text{min}} \), then increases...
as $P_{\text{min}}$ grows. For example, the number of capacity misses is reduced by 24% when $P_{\text{min}}$ is changed from 0.5 to 0.65, and it is increased by 74% from 0.65 to 0.9. In addition, the optimal $P_{\text{min}}$ values that achieve the minimum numbers of capacity misses are different for the three considered packet traces. The optimal values are 0.65 for UNIV1, 0.8 for UNIBS0930, and 0.9 for UNIBS1001. This is because the ML models used by STEREOS achieve different classification accuracies on these traces, as shown in Table V. In general, $P_{\text{min}}$ is larger if the model achieves higher accuracy. We used these tuned $P_{\text{min}}$ values in the results reported in the rest of this section.

E. Tuning $N_{\text{pkt}}$

As we discussed in Section III-D, the overhead of STEREOS is directly related to $N_{\text{pkt}}$. In the above experiments, we set $N_{\text{pkt}}$ to be 10, which may incur high overhead. In this subsection, we study how $N_{\text{pkt}}$ can affect the performance of STEREOS. We first generate the datasets with $N_{\text{pkt}} = 5, 6, 7, 8$, and 9 for UNIV1 and UNIBS traces. The selected models in Table VI are then trained on these datasets and used in online flow entry eviction simulations.

The simulation results are shown in Fig. 5. As we can see, the number of capacity misses tends to increase as $N_{\text{pkt}}$ decreases for UNIV1. For example, the number of capacity misses is increased by 7%, 16%, and 17.6% when $N_{\text{pkt}}$ is reduced from 10 to 5 for the 1K, 2K, and 4K table, respectively. This is because a larger $N_{\text{pkt}}$ can, in general, provide more information for the model and thus help increase the classification accuracy. On the other hand, larger $N_{\text{pkt}}$ means the OpenFlow switches would need more memory to store the feature vectors. For example, when $N_{\text{pkt}}$ is increased from 5 to 10, the memory cost of storing feature vectors almost doubles. However, for UNIBS0930 and UNIBS1001 traces, the effect of $N_{\text{pkt}}$ on STEREOS is not significant and even shows some degree of fluctuation. This is because UNIBS traces contain fewer flows than UNIV1, and the ML models with $N_{\text{pkt}} = 5$ can achieve very high F1 scores (around 0.99). In this case, larger $N_{\text{pkt}}$ only contributes a small amount to the models’ accuracy. In summary, $N_{\text{pkt}} = 5$ is good for all three traces to make a trade-off between memory consumption and classification accuracy in practical implementation and so we use that value in the remainder of the paper.

F. Feature Quantization and STEREOS Overhead

The overhead of STEREOS depends not only on $N_{\text{pkt}}$ but also on the quantization levels $B_t$ and $B_l$. We use uniform quantization, which removes values above $v_{\text{max}}$ and uses the same quantization level for all values below $v_{\text{max}}$.

The size of a packet is limited. For example, Microsoft Windows computers default to a maximum packet size of 1500 bytes for broadband connections, and the maximum transmission unit (MTU) of Ethernet is 1500 bytes. Thus, we quantize packet length with one byte, and we set $v_{\text{max}}$ for packet length to be 1500.

We tested both 1 byte and 2 bytes for quantizing the time features ($t_{\text{idle}}$ and $t_{\text{ia}}$), and the results are shown in Figure 6. The figure shows that, in most cases, the performance of STEREOS slightly degrades when quantization is applied. For example, for UNIV1 with a 1K flow table, the number of capacity misses is increased by 2% and 1.4% with 1 byte and 2 bytes quantization, respectively. In other cases, quantization actually slightly improves the performance of STEREOS. The reason for this might be that quantization can drop some unnecessary information for training, and thus increase the model’s accuracy. Overall, Figure 6 shows that 1 byte for quantizing the time features achieves close performance to the case where no quantization is applied.

We conclude that the overhead of STEREOS is acceptable since with the values chosen for $N_{\text{pkt}}$, $B_t$, and $B_l$, as described above, only 10 extra bytes are required for each flow entry. As discussed in Section III-D, basic storage information for a flow entry uses a minimum of 80 bytes.
So far, we have selected ML models for each trace with different flow table sizes, tuned their hyperparameters, $N_{pkm}$ and $P_{min}$, and chosen the feature quantization levels. Combining all of these components, we performed online flow entry eviction simulations on the testing periods of all four traces with 1K, 2K, and 4K flow tables. We performed detailed simulations of flow installation and flow eviction for the STEREOS eviction policy along with LRU and ALFE [18] policies for comparison, using a custom Python simulator. The Python simulations allowed us to calculate and compare miss rates for the different policies. Using the miss rates for STEREOS and LRU found through these simulations, we also performed ns-3 simulations to evaluate overall performance in a more realistic full network setting. All simulations were done on a 3.6 GHz Intel Xeon processor with 8 MB of RAM. The main simulation parameters used in the Python simulations are summarized in Table VII.

Fig. 7 shows the performance of STEREOS in terms of the number of capacity misses, where the number of capacity misses of one packet trace for each policy is normalized with respect to the total number of capacity misses across ML, LRU, and ALFE policies for that trace. From Fig. 7, we have the following observations:

1) For the two UNIBS traces and the UNIV1 trace, the performance gain of STEREOS over LRU is substantial, especially for 1K and 2K flow table sizes. For those cases, STEREOS’ improvement ranges from 45% to 78% on the three traces, compared with the LRU policy. Note that reducing capacity misses is extremely important for OpenFlow network performance. Reducing capacity misses lowers the number of PacketIn events and thus relieves the load on control channels and controllers, and it also means that fewer TCP transmissions are interrupted. In this respect, the over 45% performance gain in terms of capacity misses achieved by STEREOS is extremely significant. As flow table size increases, the benefits of STEREOS are reduced somewhat. With 4K flow table size, for example, STEREOS reduces the number of capacity misses on the UNIV1 trace by 15% and on the UNIBS0930 trace by 30%, compared with LRU. However, even those gains are significant given the critical importance of minimizing capacity misses.

We note that, for these traces, a 4K flow table size is large enough to hold almost all of the active flows, which is why the performance of STEREOS, relative to LRU, drops for this case. While flow table capacities in the newest SDN switches are even greater than 4K, current software-defined data center networks are much larger than the networks used to collect these traces and they will, therefore, have far more active flows than in our simulations. In fact, physical limitations on flow table implementation prevent flow table size growth from keeping up with network size and traffic growth. Thus, capacity misses are likely to be an even greater issue in the future, meaning that the benefits of STEREOS should be even more significant moving forward.

2) The number of capacity misses on cross flows for LRU is extremely high, whereas those misses are reduced to a very low level for the ML policy in most cases. As observed earlier, the packet inter-arrival times of
cross flows are larger than those of non-cross flows and flow entries with larger packet inter-arrival times are more likely to be evicted by LRU. On the surface, from looking at Fig. 7, it appears that the ML policy performs worse than LRU on non-cross flows, which seemingly contradicts our conclusion that STEREOS can learn patterns of non-cross flows even though they don’t appear in the training data set. However, the reason for this seeming anomaly is simply that LRU is so poor at classifying cross flows that an overwhelming number of its capacity misses result from those flows, not leaving many opportunities for non-cross flows to be wrongly evicted. Since ML does so much better on cross flows as shown in Fig. 9, the capacity misses that it does incur happen more frequently with the non-cross flows. However, the overall rate of capacity misses is reduced substantially in almost all cases with the ML policy.

3) The performance of STEREOS is lower on the UNIV2 trace; however, this trace is not representative of typical network traffic scenarios. For the UNIV2 trace, STEREOS achieves less than 5% performance gain over LRU. This is because the number of active flows in UNIV2 is always much larger than the flow table size, as shown in Fig. 8. This means that, at any given time, most of the entries in the flow table are active, and thus STEREOS cannot outperform LRU since STEREOS is based on the assumption that some of the flow entries are inactive. Fortunately, this situation is not typical in real networks – it occurs only because most of the flows in UNIV2 are UDP flows. As shown in Table II, more than 90% of the flows in the UNIV2 traces are UDP flows, while in typical data center traffic mixes, UDP data volume is only 3% ~ 9% of TCP data [19]. We note that STEREOS performs well with UDP percentages well above these typical values since, for the UNIV1 traces, about 33% of the flows are UDP flows and STEREOS substantially outperforms LRU on those traces.

4) Compared to another eviction policy from the literature, ALFE [18], the performance improvement for STEREOS is as large as it is compared to LRU in some cases (see UNIBS0930 traces). However, for the UNIBS1001 and UNIV1 traces, ALFE outperforms LRU but is worse than STEREOS. The improvement of STEREOS compared to ALFE on those traces ranges from 5% to 72%, with an average improvement of 30%. ALFE’s performance is heavily dependent on existence of a heavy tail in the packets per flow distribution, i.e., a situation where a few “elephant” flows produce a disproportionately large percentage of packets. In the absence of elephant flows, ALFE’s performance degrades to that of LRU (or even slightly worse) [18]. The presence or absence of elephant flows is, therefore, a likely explanation for the variation in ALFE’s performance across the different traces. Because STEREOS is trained to learn the specific characteristics of a particular network environment, its performance improvement remains high across a range of types of traffic.

We also investigate how much performance gain STEREOS can achieve in terms of network-wide metrics such as throughput, delay, and packet loss rate through simulations in an enhanced version of the packet-level simulator ns-3 we developed to evaluate different flow entry eviction methods. Due to space limitations, we do not present the details of the simulations in this paper, but they can be found in [29]. The simulation results show that, compared with the LRU eviction, STEREOS can reduce control overhead (i.e., the number of OpenFlow messages exchanged between the controller and switches) by 30%, increase the throughput by 19%, and reduce the packet loss rate by 70%. This is because STEREOS can mitigate wrong flow entry evictions, meaning that fewer expensive flow setups are required. This leaves more existing connections undisturbed, maintains free space in the SDN buffers (e.g., the datapath buffer that stores unmatched packets), and keeps the packet loss rate low.

H. Model Interpretation

So far, we have done a detailed investigation demonstrating that STEREOS outperforms LRU. In this section, we attempt to understand why STEREOS performs better. This relates to how to interpret a machine learning model, which is a problem that is still far from being solved [30].

Since this case study involves tens of models, we only try to interpret the final model for UNIV1 trace with 1K flow table, which is GBT (n_estimators:30; subsample:0.8;
We first check the global mean of the absolute value of SHAP values for each feature, which are shown in Fig. 11. We can see that $t_{idle}$ is the most important (1.35), which is the only feature used by the LRU policy. However, the following features ($l_5, l_4, l_1, t_{id}$) are also important – together their SHAP values are more than 1.74. To understand the importance of these additional features, we plot the SHAP values of every feature for each sample and the results are shown in Fig. 12. As can be seen, a small $l_5$ (the length of the last referring packet) indicates that the flow is more likely to be inactive while a large value indicates it is likely to be active. This is reasonable because the last packet of a flow is usually a signaling packet, which is short. For $l_1$ (the length of the first recorded packet), we see quite the opposite. Small $l_1$ is a good sign that the flow entry is active. In addition, we can see large $t_{id}$ (standard deviation of the inter-arrival time of the last 5 recorded packets) indicates inactive flows. In summary, STEREOS learns other important features besides $t_{idle}$, which is the single feature used by LRU, and this allows STEREOS to more accurately classify active and inactive flows.

V. CONCLUSION

In this paper, we proposed machine learning techniques to optimize flow entry eviction in OpenFlow switches. We discussed implementation issues, including model selection, model size, overhead, and feature quantization. Case studies based on real network packet traces showed that the proposed techniques can achieve far fewer capacity misses and much higher flow table usage, compared with the widely-used LRU policy. Furthermore, network-level simulations demonstrate
that our techniques can greatly reduce control overhead, increase network throughput, and reduce packet loss rate.
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